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Abstract. D-finite functions play an important role in the part of computer algebra concerned with algorithms for special functions. They are interesting both from a computational perspective as well as from the perspective of applications. We give an overview over the main properties and the classical algorithms for D-finite functions.

1. Introduction

A function is called D-finite if it is a solution of a linear differential equation with polynomial coefficients,

\[ p_0(x)f(x) + p_1(x)f'(x) + \cdots + p_r(x)f^{(r)}(x) = 0. \]

The letter “D” in the term D-finite stands for “differentiably”, and the “finite” refers to the requirement that the order \( r \) of the equation should be finite. The notion was introduced by Stanley in 1980 [74], although many features of D-finite functions have been known for a long time without that these functions acquired a special name. A different way of stating the definition is as follows. A function \( f \) is called D-finite if the vector space generated by \( f \) and all its derivatives over the field of rational functions in \( x \) has a finite dimension:

\[ \mathbb{C}(x)f + \mathbb{C}(x)f' + \cdots = \mathbb{C}(x)f + \cdots + \mathbb{C}(x)f^{(r-1)}. \]

It is clear that this is the case if and only if \( f \) is the solution of a linear differential equation with polynomial coefficients.

This latter characterization allows the formulation of algorithms based on linear algebra for operating with D-finite functions. The first characterization is more user-friendly. For example, many classical special functions appearing in physics, engineering, statistics, combinatorics, etc. are solutions of linear differential equations with polynomial coefficients, and these equations together with a suitable set of initial values may be used as a definition for these functions. Classical [4] as well as modern [64] handbooks contain these equations, along with all sorts of other interesting information about these functions. An even more modern approach is the Dynamic Dictionary of Mathematical Functions (DDMF) [11], in which only the defining equations are stored in a database (or supplied by a user), and all the other information about the functions defined by these equations is generated on demand using computer algebra.

Besides D-finite functions, there are of course other classes of functions for which computer algebra algorithms are available. Another well-known class is the class of elementary functions, i.e., the set of all the functions which can be written in terms of an expression composed of \( \exp, \log, +, -, /, \cdot \), and algebraic functions. These expressions are sometimes called “closed form expressions”. Some but not all elementary functions are D-finite, and some but not all D-finite functions are elementary.
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While elementary functions can by definition always been written in terms of an explicit expression $f(x) = \cdots$, this is not always the case for D-finite functions. Instead, D-finite functions are specified implicitly through the differential equation they satisfy, plus an appropriate number of initial values. The situation is similar to the treatment of algebraic numbers: some but not all of them can be written in terms of nested radical expressions (“closed forms”). Algorithms operating on radical expressions therefore do not cover all algebraic numbers. In order to cover them all, we can use the minimal polynomial as a data structure, perhaps combined with some additional data for specifying which of the (finitely many) roots of the polynomial is meant.

If we are given a function, how can we decide whether it is D-finite? This is a good question, but there is no good answer to it. (Consider for comparison the analogous question for numbers: given a real number, how do you decide whether it is transcendental?) In particular, there cannot be an algorithmic answer to this question. The input of any algorithm necessarily needs to be some finite amount of data, and since there are uncountably many functions, no data structure can exist which allows to represent every of them in finite terms. In other words: there is no algorithm which takes an “arbitrary” complex function as input and then does something with it. There is not even an algorithm that takes an “arbitrary” complex number as input. The choice of a particular way of representing functions or numbers in finite terms necessarily restricts the consideration to a certain class of functions or numbers—those which admit such a representation.

If a function $f$ is D-finite (or suspected to be so), but we do not know the differential equation that it satisfies, then it really depends on what we know about the function. For example, if we know that the function is the product of two D-finite functions for which we do know equations, then we can use an algorithm described below to construct an equation for $f$ from the known equations of its factors. If we know that the function has a common name, such as the Bessel function, then we can look up some table and see if it contains the desired equation. Third, if whatever we know about $f$ allows us to calculate the first terms of the series expansion of $f$ at the origin, then we can use this data to search empirically for potential equations for $f$.

This technique, also known as “guessing”, works as follows. Suppose that $f(x) = f_0 + f_1 x + \cdots + f_N x^N + O(x^{N+1})$ for some known $f_0, \ldots, f_N$. Choose some numbers $r$ and $d$ such that $(r + 1)(d + 2) < N$. We want to test for possible equations of the form

$$p_0(x)f(x) + \cdots + p_r(x)f^{(r)}(x) = 0$$

where $p_0, \ldots, p_r$ are polynomials of degree at most $d$. A necessary condition is

$$p_0(x)f(x) + \cdots + p_r(x)f^{(r)}(x) = O(x^{N-r}).$$

Since the first $N$ terms in the expansion of $f$ are known, we also know the first $N - i$ terms in the expansion of the $i$th derivative $f^{(i)}$, and so we know the first $N - r$
terms of all the functions \( f, f', \ldots, f^{(r)} \). We want to find the polynomials \( p_i(x) \), i.e., writing them in the form \( p_i(x) = p_{i,0} + p_{i,1}x + \cdots + p_{i,d}x^d \), we want to know their coefficients \( p_{i,j} \). If we equate the first \( N-r \) coefficients of \( p_0(x)f(x) + \cdots + p_r(x)f^{(r)}(x) \) to zero, we get \( N-r \) linear constraints on the unknown coefficients \( p_{i,j} \). Since there are \((r+1)(d+1)\) many unknowns and \( N-r \) equations and we have chosen \( r \) and \( d \) in such a way that \((r+1)(d+2) = (r+1)(d+1) + r < N\), then this is an overdetermined linear system. We do not expect that such a system has a solution by accident, but by construction it must have all the valid equations for \( f \) of order at most \( r \) and degree at most \( d \) among its solutions. So if the system happens to have a solution, it is a fair guess that this solution corresponds to a valid equation for \( f \).

As an example, consider \( f(x) = \frac{1}{1+x^2} \). Is this a D-finite function? Let’s try to find a candidate equation with \( r = d = 2 \), i.e., an equation of the form

\[
(p_0(x) + p_{0,1}x + p_{0,2}x^2)f(x) + (p_1(x) + p_{1,1}x + p_{1,2}x^2)f'(x) + (p_2(x) + p_{2,1}x + p_{2,2}x^2)f''(x) = 0.
\]

In order to ensure that we get an overdetermined system, we need \( N > (r+1)(d+2) = 12 \) terms, let’s take \( N = 15 \):

\[
f(x) = \frac{1}{1+x^2} = 1 + x^2 + \frac{1}{15} x^4 + \frac{2}{105} x^5 + \frac{1}{280} x^6 + \frac{1}{840} x^7 + \frac{1}{2520} x^8 + \frac{1}{6720} x^9 + \frac{1}{18144} x^{10} + \frac{1}{40320} x^{11} + \frac{1}{82944} x^{12} + \frac{1}{166320} x^{13} + \frac{1}{332640} x^{14} + O(x^{15}).
\]

Plugging this expansion into the equation template and equating coefficients of \( x^0, x^1, \ldots, x^{13} \) to zero yields the homogeneous linear system

\[
\begin{array}{cccccccccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\end{array}
\]

Each vector \((p_{0,0}, p_{0,1}, p_{1,0}, p_{1,1}, p_{1,2}, p_{2,0}, p_{2,1}, p_{2,2})\) in the (right) kernel of this matrix corresponds to a potential differential equation for \( f \). Indeed, the kernel turns out to be nontrivial, and we find the equation

\[
f(x) + (5x - 4)f'(x) + (2x^2 - 2x)f''(x) = 0.
\]

To prove that this equation is correct, it suffices to plug the known closed form expression for \( f \) into the left hand side and check that it simplifies to zero. (It does.)

Guessing is a powerful technique because it is simple, it requires almost no knowledge about the function, and it can be easily adapted to other situations. It is among the most popular functionalities of software packages for D-finite functions. Modern implementations do not use the naive algorithm sketched above, but are
based on Hermite-Pade approximation \cite{10} as well as a technique called “trading order against degree” \cite{49, 27, 54}, and they use homomorphic images \cite{86} to speed up the computation. These implementations have no trouble finding also extremely large equations for which \( N \) must be in the range of 10000 or so.

The notion of D-finiteness is more general than suggested above. We may allow other operations instead of the derivation, for example the shift operators \( f(x) \mapsto f(qx) \) (where \( q \) is some constant different from 1) is sometimes of interest. Many of the algorithms for D-finite functions extend to these cases, and in order to formulate them in a uniform manner, it is convenient to employ the general notion of Ore algebras, which we will explain in Section 2.2 below.

Secondly, the notion of D-finiteness also extends to the case of multivariate functions. Several results generalize in a straightforward way to this case, but there are also some new aspects which do not show up in the univariate case. This survey is divided into two parts. In the first part, we discuss the univariate case, and in the second we consider the case of multivariate D-finite functions.

2. One Variable

2.1. Examples. Many interesting functions are D-finite. For example:

1. \( f(x) = x^2 + 3 \) is D-finite. It satisfies the differential equation \( 2xf(x) - (x^2 + 3)f'(x) = 0 \). In fact, every polynomial is D-finite. More generally, every rational function is D-finite.

2. \( f(x) = \frac{1}{1 + \sqrt{x} - 1} \) is D-finite, as we have seen above. In fact, every algebraic function is D-finite.

3. \( f \) is called hyperexponential if \( \frac{f'(x)}{f(x)} \) is a rational function. Obviously, all hyperexponential functions are D-finite.

4. The hypergeometric function
   \[
   f(x) = \binom{a}{b} x = \sum_{n=0}^{\infty} \frac{a_1^\tau \cdots a_p^\tau}{b_1^\tau \cdots b_q^\tau n!} x^n,
   \]
   where \( a_1^\tau = a(u + 1) \cdots (u + n - 1) \) denotes the rising factorial and \( a, b, c \) are constants, is D-finite. It satisfies the differential equation
   \[
   abf(x) - (c - (a + b + 1)x)f'(x) - x(x - 1)f''(x) = 0.
   \]
   More generally, the generalized hypergeometric function
   \[
   \binom{a_1 \cdots a_p}{b_1 \cdots b_q} x = \sum_{n=0}^{\infty} \frac{a_1^\tau \cdots a_p^\tau}{b_1^\tau \cdots b_q^\tau n!} x^n
   \]
   is D-finite. The class of (generalized) hypergeometric functions includes the classical orthogonal polynomials as well as Bessel functions and many other well-known special functions. So all these functions are in particular D-finite.

5. The elementary function \( \log(1 + \sqrt{x}) + \exp(x) \) is neither algebraic nor hypergeometric, but it is D-finite. It satisfies the linear differential equation
   \[
   \begin{align*}
   & (6x^2 - 27x - 15)f'(x) + (14x^3 - 37x^2 + 42x + 15)f''(x) \\
   & + (4x^3 + 8x^3 + 53x^2 - 15x)f^{(3)}(x) + (4x^4 + 6x^3 - 10x^2)f^{(4)}(x) = 0
   \end{align*}
   \]
(6) The function \( f(x) \) with
\[
(1 + 2x + 3x^2)f(x) + (4 + 5x + 6x^2)f'(x) + (7 + 8x + 9x^2)f''(x) + (10 + 11x + 12x^2)f'''(x) = 0
\]
and \( f(0) = f'(0) = f''(0) = 1 \) is D-finite, but it is not elementary or hypergeometric.

(7) The function \( \exp(\exp(x)) \) is elementary, but not D-finite. The Gamma function \( \Gamma(x) \) is neither elementary nor D-finite.

When other functional equations instead of differential equations are used, some care must be applied to avoid confusion. A particular function may be D-finite with respect to some operation but not with respect to another. For example, the gamma function \( \Gamma(x) \) does not satisfy any linear differential equation with polynomial coefficients, and is therefore not D-finite. However, it does satisfy the linear recurrence equation \( xf(x) - f(x+1) = 0 \), so it is D-finite with respect to the shift operator.

For most functions, it will be clear from the context which operation is meant, and then we do not need to state it. Here are some objects which are D-finite with respect to the shift operator:

1. \( f(x) = x^3 + 1 \) satisfies the recurrence \( (x+1)^3 + 1)f(x) - (x^3 + 1)f(x+1) = 0 \). Every polynomial, and in fact every rational function is D-finite not only with respect to differentiation but also with respect to shift.
2. \( f(x) = \Gamma(x) \) is D-finite with respect to shift. More generally, a function \( f \) is called a hypergeometric term if \( f(x+1)/f(x) \) is a rational function. Every hypergeometric term is D-finite with respect to shift.
3. The sequence of Fibonacci numbers is D-finite with respect to shift. It satisfies by definition the recurrence \( f(x) + f(x+1) - f(x+2) = 0 \). More generally, every sequence which satisfies a linear recurrence equation with constant coefficients in particular satisfies an equation with polynomial coefficients and is therefore D-finite.
(4) The sequence of Apery numbers \( f(n) = \sum_{k=0}^{n} \binom{n}{k}^2 \binom{n+k}{k}^2 \) is D-finite. It satisfies the recurrence
\[
(n + 1)^3 f(n) - (2n + 3)(17n^2 + 51n + 39) f(n + 1) + (n + 2)^3 f(n + 2) = 0.
\]
It is not obvious that the sum satisfies this recurrence, but it can be checked with creative telescoping discussed below.

(5) The sequence of Legendre polynomials \( P_n(x) = \frac{1}{2^n n!} \frac{d^n}{dx^n} (x^2 - 1)^n \) is D-finite with respect to shift when \( x \) is a fixed parameter and \( n \) is the variable. It satisfies the recurrence
\[
(n + 1)P_n(x) - (2n + 3)P_{n+1}(x) + (n + 2)P_{n+2}(x) = 0.
\]
It is also D-finite with respect to the derivation when we view \( n \) as a fixed parameter and let \( x \) be the variable. The differential equation is
\[
n(1 + n)P_n(x) - 2nP_n'(x) + (1 - x)(1 + x)P_n''(x) = 0.
\]
Similar equations hold for all other classical families of orthogonal polynomials.

(6) The sequences \( \sqrt{n} \), \( \log(n) \), \( 2^n \) and \( \frac{1}{\Gamma(n)} \) are not D-finite with respect to shift [40, 39].

Finally, here are some quantities which are D-finite with respect to the \( q \)-shift. In all these examples, \( q \) may be any quantity different from 1. Typically, it is most convenient to assume that \( q \) is transcendental over \( \mathbb{C} \), or at least that \( q \) is not a root of unity. There are two ways to interpret the solution of a \( q \)-shift equation. Either \( x \) is considered as a continuous variable which the operation scales by a factor of \( q \) (then the \( q \)-shift is also called \( q \)-dilation). Or we can view \( x \) as a symbol that represents the power \( q^n \), and then the \( q \)-shift amounts to the usual shift that sends \( n \) to \( n + 1 \). In our examples, we will restrict to the latter interpretation.

1. \( f(n) := [n]_q := \frac{q^n - 1}{q - 1} \) is D-finite with respect to the \( q \)-shift, because it satisfies \((q^n - 1)f(n + 1) - (q q^n - 1)f(n) = 0\). More generally, if \( r(x) \) is any rational function, then \( r([n]_q) \) is D-finite with respect to the \( q \)-shift.
2. \( f(n) = 2^n \) is D-finite with respect to the \( q \)-shift. In fact, every linear recurrence with constant coefficients is in particular a linear recurrence with coefficients that are polynomials in \( q^n \), and therefore any solution of a linear recurrence with constant coefficients is in particular D-finite with respect to the \( q \)-shift.
3. \( f(n) := [n]_q! := [n]_q[n-1]_q \cdots [1]_q \) is D-finite with respect to the \( q \)-shift. It satisfies the recurrence \((1 - q q^n)f(n) + (q - 1)f(n + 1) = 0\).
4. The basic hypergeometric function
\[
f(x) :=_2 \phi_1 \left( \begin{array}{c} a & b \\ c \end{array} \mid x \right) := \sum_{n=0}^{\infty} \frac{(a; q)_n(b; q)_n}{(c; q)_n(q; q)_n} x^n,
\]
where \((u; q)_n := (1 - u)(1 - qu) \cdots (1 - q^{n-1}u)\) denotes the \( q \)-Pochhammer symbol, is D-finite with respect to the \( q \)-dilation. It satisfies the equation
\[
(x - 1)q f(x) + (c + q - aqx - bq)x f(qx) - (c - abqx) f(q^2 x) = 0.
\]

2.2. Algebraic Setup. In order to treat all the various flavors of D-finiteness in a uniform way, it is convenient to adopt the viewpoint of operators. Operators are elements of a certain algebra that acts in a certain way on a function space. To make this precise, we use the notion of Ore algebras [66].
\begin{definition}
Let $A$ be an integral domain, $\sigma : A \to A$ an endomorphism, $\delta : A \to A$ a $\sigma$-derivation, i.e., an $A$-linear map with the property that $\delta(ab) = \delta(a)b + \sigma(a)\delta(b)$ for all $a, b \in A$.

Let $A[\partial]$ be the set of all univariate polynomials in the indeterminate $\partial$ with coefficients in $A$. Addition in $A[\partial]$ is defined coefficient-wise (as usual), and multiplication is defined via the commutation rule $\partial a = \sigma(a)\partial + \delta(a)$ for all $a \in A$. Then $A := (A[\partial], \sigma, \delta)$ is called an Ore algebra over $A$.
\end{definition}

The prototypical example of an Ore algebra is $\mathbb{C}[x][\partial]$ with $\sigma$ the identity map and $\delta = \frac{d}{dx}$ the partial derivative. This particular algebra is also known as a Weyl-algebra. Thanks to the commutation rule $\partial a = \sigma(a)\partial + \delta(a)$, elements of an Ore algebra can always be written as a sum of terms of the form $a\partial^i$, where $a$ is an element of the ground domain $A$. For example, in the Weyl algebra we have

\[
(a + b\partial + c\partial^2)(d + e\partial) = a(d + e\partial) + b\partial(d + e\partial) + c\partial^2(d + e\partial) = ad + ace\partial + b\partial d + b\partial e\partial + c\partial^2d + c\partial^2e\partial
\]

\[
= ad + ace\partial + b\partial(d + e\partial') + b(\partial d\partial + d') + c\partial(e\partial + e'\partial) + c\partial(c\partial + e'\partial) + c(e\partial + e'\partial)\partial
\]

\[
= (ac + bd' + e\partial') + (ac + bd + be' + 2cd' + ce'\partial)\partial + (be + cd + 2ae'\partial)\partial^2 + ece^3.\]

The elements of this algebra $\mathbb{C}[x][\partial]$ are called differential operators. For the ground domain, we can also choose the rational function field $\mathbb{C}(x)$ instead of the polynomial ring $\mathbb{C}[x]$. Of course, we can also take other fields in place of $\mathbb{C}$.

Another prominent example for an Ore algebra is $\mathbb{C}[x][\partial]$ with $\sigma : \mathbb{C}[x] \to \mathbb{C}[x]$ defined via $p(x) \mapsto p(x + 1)$ and $\delta = 0$. In this case the commutation rule reads $\partial x = (x + 1)\partial$. The elements of this algebra are called recurrence operators.

As a third example, consider $\mathbb{C}(q)[x][\partial]$ with the commutation rule $\partial x = qx\partial$, i.e., $\sigma : \mathbb{C}(q)[x] \to \mathbb{C}(q)[x]$ with $p(x) \mapsto p(qx)$ and $\delta = 0$. In this case the elements of the algebra are called $q$-recurrence operators.

Elements of Ore algebras are used to describe functions. In order to make this precise, we consider “function spaces” $F$ as left-$A[\partial]$-modules, i.e., there is an action $A[\partial] \times F \to F$ which maps an operator $L \in A[\partial]$ and a function $f \in F$ to the function $L \cdot f \in F$. For example, the Ore algebra $\mathbb{C}(x)[\partial]$ of linear differential operators acts in a natural way on the field $\mathcal{M}_\mathbb{C}$ of meromorphic functions or on the field $\mathbb{C}((x))$ of formal Laurent series. The element $x$ acts via multiplication $(x \cdot f = xf)$ and the generator $\partial$ acts as derivation $(\partial \cdot f = f')$. The commutation rule of the algebra is chosen in such a way that the multiplication of the algebra becomes compatible with the action on the function space, i.e., so that we have $(ML) \cdot f = M \cdot (L \cdot f)$ for all $M, L \in \mathbb{C}(x)[\partial]$ and all $f \in F$. For example, $f + xf' = (xf)' = \partial \cdot (xf) = (\partial x) \cdot f = (\partial x + 1) \cdot f = (1 + f) = x + f$. The algebra of recurrence operators also acts in a natural way on the field $\mathcal{M}_\mathbb{C}$, as well as on domains of sequences such as $\mathbb{C}^\mathbb{N}$ or $\mathbb{C}^\mathbb{Z}$. The element $x$ acts again via multiplication, and the generator $\partial$ corresponds to the shift $f(x) \mapsto f(x + 1)$. Again, the commutation rule ensures compatibility of the algebra multiplication and the action: $(x + 1)(f(x + 1)) = \partial \cdot (xf(x)) = (\partial x) \cdot f(x) = ((x + 1)\partial) \cdot f(x) = (x + 1) \cdot \partial \cdot f(x) = (x + 1) \cdot f(x + 1) = f(x + 1)$.

Let $A[\partial]$ be an Ore algebra which acts on $F$. For a fixed $f \in F$, we call

\[
\text{ann}(f) := \{ L \in A[\partial] : L \cdot f = 0 \}
\]
the annihilator of \( f \). It is easy to see that this is a left ideal of \( A[\partial] \). Furthermore, for a fixed \( L \in A[\partial] \), we call
\[
V(L) := \{ f \in F : L \cdot f = 0 \}
\]
the solution space of \( f \). An element \( a \in A \) is called a constant if \( \sigma(a) = a \) and \( \delta(a) = 0 \). The set \( C \) of constants forms a subring of \( A \). The solution space is a \( C \)-module.

Examples:
- If \( C(x)[\partial] \) denotes the algebra of recurrence or differential operators, its field of constants is \( C \).
- Let \( C[x][\partial] \) be the algebra of differential operators, and let it act on the ring \( F = C[[x]] \) of formal power series. Then we have, for example,
\[
\begin{align*}
\text{ann}(\exp(x)) &= C(x)[\partial] (\partial - 1) \\
\text{ann}(\sqrt{1-x}) &= C(x)[\partial] (2(1-x)\partial - 1) \\
\text{ann}(0) &= C(x)[\partial] 1 \\
V(\partial - 1) &= C \exp(x) \\
V((1+x)\partial^2 + \partial) &= C 1 + C \log(1+x).
\end{align*}
\]
- Let \( C(x)[\partial] \) be the algebra of recurrence operators, and let it act on the ring \( C^\infty \) of sequences. Then we have, for example,
\[
\begin{align*}
\text{ann}(2^x) &= C(x)[\partial] (\partial - 2) \\
\text{ann}(x^2) &= C(x)[\partial] (x^2\partial - (x+1)^2) \\
\text{ann}(\sqrt{x}) &= \{0\} \\
V(\partial - 1) &= C \\
V(\partial^2 - 5\partial + 3) &= C 2^x + C 3^x.
\end{align*}
\]

**Definition 2.** Let \( A[\partial] \) be an Ore algebra which acts on \( F \). An element \( f \in F \) is called D-finite (with respect to the action of \( A[\partial] \) on \( F \)) if \( \text{ann}(f) \neq \{0\} \).

In other words, \( f \in F \) is D-finite if and only if there exists an operator \( L \neq 0 \) with \( L \cdot f = 0 \).

Despite the non-commutative multiplication, an Ore algebra \( A[\partial] \) is not much different from a usual univariate polynomial ring \( A[x] \). In particular, when \( A \) is a field, then we can do division with remainder in \( A[\partial] \), either from the left or from the right. Right division is more useful in our setting. It says that when we have \( L, M \in A[\partial] \) with \( M \neq 0 \), then there exists a unique pair \( U, V \in A[\partial] \) with \( \deg_\partial V < \deg_\partial M \) and \( L = UM + V \). We call \( U \) the right quotient and \( V \) the right remainder of \( L \) upon division by \( M \).

Suppose \( f \) is a D-finite function, say with \( L \cdot f = 0 \) for some operator \( L \). Suppose further that \( M \) is an arbitrary other operator. Then \( M = UL + V \) implies that \( M \cdot f = (UL + V) \cdot f = (UL) \cdot f + V \cdot f = U \cdot (L \cdot f) + V \cdot f = U \cdot 0 + V \cdot f = V \cdot f \).

Therefore, we have
\[
A[\partial] : f = A f + A (\partial \cdot f) + \cdots + A (\partial^{\deg_\partial M - 1} \cdot f)
\]
\[
\cong A[\partial]/\text{ann}(f).
\]

The first line is an algebraic reformulation of the second definition stated at the beginning of the introduction: \( f \) is D-finite if and only if the vector space generated by \( f \) and its “derivatives” over \( A \) has finite dimension. The second line rephrases the homomorphism theorem. In applications, we want to say something about \( f \), but the domain \( F \) in which \( f \) lives is not suitable for computations. When \( f \) is
D-finite, we can instead compute in $A[\partial]/\text{ann}(f)$, which is a perfectly nice algebraic setting where computations can be done.

The option of doing division with remainder (still assuming that $A$ is a field) also implies that there is a notion of a greatest common right divisor of two operators. The greatest common right divisor is unique up to left-multiplication by a nonzero element of $A$, and it can be computed by a straightforward adaptation of the Euclidean algorithm. For operators $M, L$ we have $V(\text{gcd}(M, L)) = V(M) \cap V(L)$.

Compare this to the case of usual commutative polynomials: the roots of $\text{gcd}(p, q)$ are precisely the common roots of $p$ and $q$.

Still continuing to assume that $A$ is a field, there is also a notion of a least common left multiple of $L, M \in A[\partial]$: this is an operator of smallest possible degree in $\partial$ which has both $M$ and $L$ as right-divisors. It is unique up to left-multiplication by a nonzero element of $A$, and its degree is at most the sum of the degrees of $M$ and $L$, and at least the maximum of their degrees. In the case of univariate commutative polynomials, the computation of least common left multiples can be reduced to the computation of a product and a greatest common divisor via the formula $\text{lcm}(p, q) = pq/\text{gcd}(p, q)$. Unfortunately, there is no such formula in the commutative case. In particular, it is not true that $\text{gcd}(M, L) = 1$ implies that $\text{lcm}(L, M)$ is equal to $ML$ or $LM$.

There are several algorithms for computing the least common left multiple of two given operators $L, M \in A[\partial]$. One of them consists in making an ansatz with undetermined coefficients for a left multiple of $L$ and a left multiple of $M$ and to force them to be equal by equating coefficients. This yields a linear system of equations with coefficients in $A$. To be specific, let $r = \text{deg}_\partial L$ denote the order of $L$ and $s = \text{deg}_\partial M$ denote the order of $M$. Then we want $u_0, \ldots, u_s, v_0, \ldots, v_r \in A$ such that

$$(u_0 + u_1 \partial + \cdots + u_s \partial^s)L = (v_0 + v_1 \partial + \cdots + v_r \partial^r)M.$$ 

Note that the unknown coefficients are already at the left, so when we commute the $\partial^r$ with the coefficients of $L$ and $M$ in order to bring the above equation into the form

$$(\cdots + (\cdots) \partial + \cdots + (\cdots) \partial^{r+s}) = (\cdots + (\cdots) \partial + \cdots + (\cdots) \partial^{r+s}),$$

then all the coefficient expressions $(\cdots)$ will be linear combinations of the unknowns $u_0, \ldots, u_s, v_0, \ldots, v_r$ with explicit elements of $A$ as coefficients. This system must have a nontrivial solution, because we have $(s+1)+(r+1) = r+s+2$ variables and $r+s+1$ equations. If the solution space has dimension one, then we can extract the coefficients of the left multiplier $u_0 + u_1 \partial + \cdots + u_s \partial^s$ from a basis element, and multiplying it with $L$ gives the least common left multiple. (Alternatively, of course, we can also extract the coefficients of $v_0 + v_1 \partial + \cdots + v_r \partial^r$ and multiply it to $M$, and this will give the same result.) If the dimension is greater than one, we can keep repeating the procedure with an ansatz of lower and lower order in the ansatz for the multipliers, until the solution space has dimension one.

For more efficient algorithms for computing least common left multiples, see [15]. Improved algorithms for greatest common right divisors of Ore polynomials are discussed in [45, 46].

2.3. Closure Properties. If $L, M \in A[\partial]$ are two operators, $f$ is a solution of $L$ and $g$ is a solution of $M$, then both $f$ and $g$ are solutions of $\text{lcm}(L, M)$. Because $\text{lcm}(L, M) = U/L$ for some $U$ implies that $(UL) \cdot f = U \cdot (L \cdot f) = U \cdot 0 = 0$ and $\text{lcm}(L, M) = V/M$ for some $V$ implies that $(VM) \cdot g = 0$. Since the solution space of Ore operators is a vector space over the constant field, it follows that $f + g$ is also a solution of $\text{lcm}(L, M)$. 
We have thus shown that the sum of two D-finite functions is again D-finite. Moreover, the argument is algorithmic in the sense that there is an algorithm which constructs from given annihilating operators for \( f \) and \( g \) an annihilating operator for \( f + g \).

The class of D-finite functions is also closed under multiplication, if the function space \( F \) on which the Ore algebra acts admits a multiplication which is compatible with the action of the algebra. To keep things simple, let us consider the differential space \( F \). The class of D-finite functions is also closed under multiplication, if the function \( fg \) be a matrix over \( A \) with the action of the algebra. To keep things simple, let us consider the differential space \( F \) on which the Ore algebra acts admits a multiplication which is compatible with the action of the algebra. To keep things simple, let us consider the differential space \( F \). The class of D-finite functions is also closed under multiplication, if the function \( fg \) be a matrix over \( A \) with the action of the algebra. To keep things simple, let us consider the differential space \( F \) on which the Ore algebra acts admits a multiplication which is compatible with the action of the algebra. To keep things simple, let us consider the differential space \( F \). The class of D-finite functions is also closed under multiplication, if the function \( fg \) be a matrix over \( A \) with the action of the algebra. To keep things simple, let us consider the differential space \( F \) on which the Ore algebra acts admits a multiplication which is compatible with the action of the algebra. To keep things simple, let us consider the differential space \( F \). The class of D-finite functions is also closed under multiplication, if the function \( fg \) be a matrix over \( A \) with the action of the algebra. To keep things simple, let us consider the differential space \( F \) on which the Ore algebra acts admits a multiplication which is compatible with the action of the algebra. To keep things simple, let us consider the differential space \( F \). The class of D-finite functions is also closed under multiplication, if the function \( fg \) be a matrix over \( A \) with the action of the algebra. To keep things simple, let us consider the differential space \( F \) on which the Ore algebra acts admits a multiplication which is compatible with the action of the algebra. To keep things simple, let us consider the differential space \( F \). The class of D-finite functions is also closed under multiplication, if the function \( fg \) be a matrix over \( A \) with the action of the algebra. To keep things simple, let us consider the differential space \( F \) on which the Ore algebra acts admits a multiplication which is compatible with the action of the algebra. To keep things simple, let us consider the differential space \( F \). The class of D-finite functions is also closed under multiplication, if the function \( fg \) be a matrix over \( A \) with the action of the algebra. To keep things simple, let us consider the differential space \( F \) on which the Ore algebra acts admits a multiplication which is compatible with the action of the algebra. To keep things simple, let us consider the differential space \( F \). The class of D-finite functions is also closed under multiplication, if the function \( fg \) be a matrix over \( A \) with the action of the algebra. To keep things simple, let us consider the differential space \( F \). The class of D-finite functions is also closed under multiplication, if the function \( fg \) be a matrix over \( A \) with the action of the algebra. To keep things simple, let us consider the differential space \( F \).

INPUT: \( L, M \in A[\partial], \) where \( A \) is a field and \( A[\partial] \) is the Ore algebra with \( \sigma(p) = p, \delta(p) = p' \).

OUTPUT: \( L \otimes M \in A[\partial], \) an operator with the property that for all \( f \in V(L) \) and all \( g \in V(M) \) we have \( fg \in V(L \otimes M) \).

1. Let \( r = \deg_0 L, s = \deg_0 M. \)

2. Let \( S \) be a matrix over \( A \) with \( rs \) rows and \( rs + 1 \) columns

3. for \( i = 0, \ldots, rs \) do

4. Set the \( ith \) column of \( S \) to the coefficient vector of

\[
\sum_{j=0}^{i} \text{rrem}(\partial^i, L) \otimes \text{rrem}(\partial^{i-j}, M).
\]

By \( \text{rrem}(U, V) \) we mean the tensor product \( A^{\deg_0 V} \) of the remainder of \( U \) upon right division by \( V \), and by \( \otimes \) we mean the tensor product \( (x_1, \ldots, x_n) \otimes (y_1, \ldots, y_m) = (x_1 y_1, x_1 y_2, \ldots, x_n y_{m-1}, x_n y_m) \).

5. determine a nonzero vector \( z = (z_0, \ldots, z_r) \in A^{rs+1} \) such that \( Sz = 0 \). (Such a vector exists.)

6. return \( z_0 + z_1 \partial + \cdots + z_r \partial^r \).

The operator \( L \otimes M \) computed by this algorithm is called the symmetric product of \( L \) and \( M \). For other Ore algebras, only the expression in line 4 has to be changed. For example, in the shift case we have the product rule

\[
\partial \cdot (f(x)g(x)) = f(x+1)g(x+1) = (\partial \cdot f(x))(\partial \cdot g(x)),
\]

so the sum has to be replaced by \( \text{rrem}(\partial^i, L) \otimes \text{rrem}(\partial^i, L) \) in this case.

The class of D-finite functions is also closed under application of \( \partial \): when \( f \) is D-finite, then so is \( \partial \cdot f \). This is clear, because for \( f \) to be D-finite means that \( f \) and all its derivatives \( \partial^i \cdot f \) for \( i = 0, 1, 2, \ldots \) live in some finite dimensional vector space over the ground field \( A \), and therefore obviously also \( \partial \cdot f \) and all its derivatives \( \partial^i \cdot (\partial \cdot f) = \partial^{i+1} \cdot f \) for \( i = 0, 1, 2, \ldots \) live in some finite dimensional vector space over \( A \), so \( \partial \cdot f \) is D-finite again.

More generally, when \( M \in A[\partial] \) is any operator, not necessarily \( M = \partial \), then for every D-finite function \( f \in F \) also the function \( M \cdot f \) is D-finite. The idea behind the algorithm for computing an annihilating operator for \( M \cdot f \) from a given
annihilating operator $L$ of $f$ is the same as before: compute the derivatives, write them in terms of a basis, and then find a linear relation among them.

**INPUT:** $L, M \in A[\partial]$  
**OUTPUT:** $U \in A[\partial]$ such that for all $f \in F$ with $L \cdot f = 0$ we have $UM \cdot f = 0$.

1. Set $r = \deg_\partial L$.
2. Let $S$ be a matrix over $A$ with $r$ rows and $r + 1$ columns.
3. For $i = 0, \ldots, r$ do
4. set the $i$th column of $S$ to the coefficient vector in $A^r$ of $r\text{rem}(\partial^i M, L)$.
5. Determine a nonzero vector $z = (z_0, \ldots, z_r) \in A^{r+1}$ such that $Sz = 0$. (Such a vector exists.)
6. Return $z_0 + z_1 \partial + \cdots + z_r \partial^r$.

As an example, let $Q[x][\partial]$ be the algebra of recurrence operators, and consider the operator $L = \partial^2 - \partial - 1$. If $F = Q^\infty$ is the space of sequences in $Q$ and $Q[x][\partial]$ acts on $F$ in the natural way, then $V(L)$ contains the sequence $f = (F_n)_{n=0}^\infty$ of Fibonacci numbers. Let $M = (x + 1)\partial^2 + (2x + 1)\partial + (x - 1)$ and $g = M \cdot f$. We want to find an operator $U$ with $U \cdot g = 0$. Following the steps of the algorithm as outlined above, we compute
\[
\text{rrem}(M, L) = (3x + 2)\partial + 2x
\]
\[
\text{rrem}(\partial M, L) = (5x + 7)\partial + (3x + 5)
\]
\[
\text{rrem}(\partial^2 M, L) = (8x + 20)\partial + (5x + 12)
\]
A nontrivial solution of the linear system
\[
\begin{pmatrix}
3x + 2 & 5x + 7 & 8x + 20 \\
2x & 3x + 5 & 5x + 12
\end{pmatrix}
\begin{pmatrix}
z_0 \\
z_1 \\
z_2
\end{pmatrix}
\]
is $(-x^2 + 5x + 16, -x^2 + 6x + 24, x^2 - 7x - 10)$. Consequently, we have
\[
((x^2 - 7x - 10)\partial^2 + (-x^2 + 6x + 24)\partial + (-x^2 + 5x + 16)) \cdot g = 0.
\]
It follows directly from the algorithms (or rather from the proofs behind them) that when $L \cdot f = 0$ and $M \cdot g = 0$, then there is an operator which kills $f + g$ and has order at most $\deg_\partial L + \deg_\partial M$ as well as an operator which kills $fg$ of order at most $(\deg_\partial L)(\deg_\partial M)$. Furthermore, for $U \cdot f$ for any $U \in A[\partial]$ there is an annihilating operator of order at most $r$. In the most common case when $A$ is a rational function field in one variable, $A = C(x)$, it is also possible to give bounds on the degrees in $x$ of the resulting operators. Furthermore, when $C = Q$, it is also possible to formulate bounds on bitsize of the integers appearing in the output, and hence of the bitsize of the entire output operator. The formulas for these bounds are messy, and can be found in [52].

There are some additional closure properties which are special to particular Ore algebras.

- In the differential case, we have that when $f$ is D-finite and $g$ is algebraic (i.e., $P(x, g(x)) = 0$ for some nonzero bivariate polynomial $P$), then the composition $f \circ g$ is D-finite.

  We also have that $f \circ f$ is D-finite when $f$ is.

- In the shift case, we have that when $f$ is D-finite and $g$ is integer-linear (i.e., $g(x) = ux + v$ for some specific integers $u, v \in \mathbb{Z}$), then the composition $f \circ g$ is D-finite.

  We also have that $\Sigma f = (\sum_{k=0}^n f_k)_{n=0}^\infty$ is D-finite when $f = (f_n)_{n=0}^\infty$ is.
For formal power series $f(x) = \sum_{n=0}^{\infty} f_n x^n$, we have that $f(x)$ is D-finite with respect to the Ore algebra of differential operators if and only if the coefficient sequence $(f_n)_{n=0}^{\infty}$ is D-finite with respect to the Ore algebra of recurrence operators.

Of course, all these properties are algorithmic. For the first two items, the proofs and algorithms work very much like in the cases discussed above by finding a linear dependence among sufficiently many derivatives that are known to belong to some finite dimensional vector space. The third case is merely a rewriting based on the observation that $x \partial$ acts on $f(x)$ like $n$ acts on $(f_n)_{n=0}^{\infty}$ and $x$ acts on $f(x)$ like $\partial^{-1}$ acts on $(f_n)_{n=0}^{\infty}$. (Some adjustment is needed because there are no negative powers of $\partial$ in an Ore algebra according to the definition that we use.)

Closure properties are useful for proving special function identities. As an example, let us prove the formula for the generating function of Legendre polynomials:

$$\sum_{n=0}^{\infty} P_n(x) z^n = \frac{1}{\sqrt{1 - 2xz + z^2}}$$

where the sequence $(P_n(x))_{n=0}^{\infty}$ is defined via the recurrence

$$(1 + n)P_n(x) - (3 + 2n)x P_{n+1}(x) + (2 + n)P_{n+2}(x) = 0$$

and the initial values $P_0(x) = 1$, $P_1(x) = x$. This is clearly a D-finite sequence with respect to $n$, when $x$ is considered as a fixed constant. On the left hand side of the identity, we have the formal power series with $P_n(x)$ as coefficient sequence. Using a closure properties algorithm, we can translate the recurrence for $P_n(x)$ into a differential equation for this power series. One of several possible outputs is

$$(z^3 - 2xz^2 + z)f^{(3)}(z) + (7z^2 - 9xz + 2)f''(z) + (10z - 6x)f'(z) + 2f(z) = 0.$$ 

As a next step, we could now check whether the right hand side is a solution of this equation by simply substituting it for $f$ in this differential equation and checking whether the resulting expression on the left hand side simplifies to zero. It does, but let us, for the purpose of illustration, pretend that the expression on the right hand side was not a simple explicit closed form. In this case, we would use closure properties to derive a differential equation for the right hand side. In our case, the right hand side is an algebraic function, which we may regard as an algebraic function substituted into the identity function (which is D-finite), so we can compute a differential equation for it. One of several possible results is

$$(1 - 2xz + z^2)g'(z) + (z - x)g(z) = 0.$$ 

Next, define $h = f - g$ and use a closure properties algorithm to compute a differential equation for $h$ from the known equations for $f$ and $g$. One of several possible results is

$$(z^3 - 2xz^2 + z)h^{(3)}(z) + (7z^2 - 9xz + 2)h''(z) + (10z - 6x)h'(z) + 2h(z) = 0.$$ 

(Incidentally this happens to be the same equation that we got for $f$, but in general we may get a larger equation at this step.) This differential equation has a three-dimensional vector space of solutions, and each particular solution $h$ is uniquely determined by the values $h(0)$, $h'(0)$ and $h''(0)$. Since

$$h(z) := \sum_{n=0}^{\infty} P_n(x) z^n - \frac{1}{\sqrt{1 - 2xz + z^2}}$$ is a solution by construction, we have $h = 0$ if and only if $h(0) = h'(0) = h''(0) = 0$. In other words, the equation we constructed for the difference between left hand side and right hand side of the conjectured identity implies that the identity is true if and only if it is true for a certain (small) finite number of initial values. It is easy
to check (with a computer) that the required terms match, and this completes the proof.

Further examples of this kind can be found in [89, 69, 56, 55, 51, 53].

2.4. Evaluation. Using the recurrence equation of a D-finite sequence, it is easy to compute many terms of the sequence recursively. Writing the linear recurrence

\[ p_0(n)a_n + \cdots + p_r(n)a_{n+r} = 0 \]

as a first order matrix equation,

\[
\begin{pmatrix}
  a_{n+1} \\
  a_{n+2} \\
  \vdots \\
  a_{n+r}
\end{pmatrix} =
\begin{pmatrix}
  0 & 1 & 0 & \cdots & 0 \\
  \vdots & \ddots & \ddots & \cdots & \vdots \\
  \vdots & \ddots & \ddots & \ddots & \vdots \\
  0 & \cdots & \cdots & 0 & 1
\end{pmatrix}
\begin{pmatrix}
  a_n \\
  a_{n+1} \\
  \vdots \\
  a_{n+r-1}
\end{pmatrix},
\]

we see that the \( N \)-th term \( a_N \), where \( N \) may be large, can be obtained from the terms \( a_0, \ldots, a_{r-1} \) by roughly \( N \) matrix-vector multiplications. If we want to know all the terms \( a_0, \ldots, a_N \), then the best way is to calculate all these multiplications and collect the results along the way. But if we only need the \( N \)-th term, there are better ways [18, 47].

In the differential case, when the operator algebra \( A[\partial] \) acts on the space of meromorphic functions, we can uniquely specify a D-finite meromorphic function \( f \) by an operator \( L \) which annihilates it together with a suitable finite number of initial terms \( f(0), f'(0), \ldots, f^{(r)}(0) \). To make things really feasible, we must assume that these initial values as well as the constants appearing in \( L \) belong to some computable subfield of \( \mathbb{C} \). But even in this case, the value \( f(z) \) of \( f \) at some point \( z \) different from 0 will typically still be some transcendental number which does not admit any reasonable closed form. In view of hard open number theoretic questions which can be phrased as the evaluation of such values in “closed form” (e.g., \( \zeta(5) \in \mathbb{Q}'?, \pi + \exp(1) \in \mathbb{Q}'? \)), we should not expect an algorithm that produces some closed form representations of values of D-finite functions at some point \( z \).

However, it is possible to evaluate the function \( f(z) \) to arbitrary precision. This means that there is an algorithm which takes the following data as input:

- An operator \( L = \ell_0 + \cdots + \ell_r \partial \in \mathbb{Q}[x][\partial] \) with \( x \not\mid \ell_r \), which annihilates the function \( f \) to be evaluated.
- Some initial values \( f(0), \ldots, f^{(r)}(0) \in \mathbb{Q} + i\mathbb{Q} \)
- A finite sequence of points \( [z_1, \ldots, z_m] \in (\mathbb{Q} + i\mathbb{Q})^m \) such that \( z_1 = 0 \) and no line segment \( \overline{z_1z_{i+1}} \subseteq \mathbb{C} \) passes through a root of \( \ell_r \)
- Some number \( N \in \mathbb{N} \)

and which produces as output an approximation \( u \in \mathbb{Q} + i\mathbb{Q} \) with \( |f(z_m) - u| < 2^{-N} \), where \( f(z_m) \) is the value of \( f \) at the point \( z_m \) according to the analytic continuation along the path \( z_1 - z_2 - \cdots - z_m \). Because of the assumption \( x \not\mid \ell_r \), the function \( f \) has no singularity at the origin, and its series expansion there converges. This expansion can be used to get arbitrary precision evaluations within the radius of convergence. In order to evaluate \( f \) at a point outside the radius of convergence, we choose a point on the given path \( z_1 - z_2 - \cdots - z_m \) which is still inside the radius of convergence, not too close to its boundary and not too close to its center, and we determine approximations of the series coefficients of the expansion of \( f \) at that point. This new series will have a domain of convergence that goes at least a bit beyond the original disk of convergence. By repeating the procedure, we can work our way along the path until we obtain a series whose disk of convergence...
contains $z_m$. The process is illustrated in the figure below. The technical difficulties consist in making good choices for the truncation orders of the series, in ensuring that the accuracy of the approximations of the intermediate series expansions are high enough to guarantee the desired accuracy for the final output, and in keeping the computational cost low. See [29, 77, 78] for a detailed discussion of these issues. When $x \mid \ell$, the problem becomes much more difficult, but there are still algorithms available for this case [79].
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Points in $\mathbb{C}$ where the leading coefficient $\ell_s \in \mathbb{C}[x]$ of a differential operator $L \in \mathbb{C}[x][\partial]$ vanishes are called singularities of the operator. In the specification above, we have assumed for simplicity that the input operator has no singularity at the point $z_1 = 0$, for which the initial values are supplied. In this case, it is guaranteed that the operator admits $r$ linearly independent formal power series solutions. If there is a singularity at 0, it may still happen that there are $r$ linearly independent formal power series solutions. In this case the singularity at 0 is called apparent. In general, however, the vector space generated by the formal power series solutions of $L$ will have a dimension smaller than $r$ when $L$ has a singularity at zero. This reflects the fact that the operator has some solutions that do not admit a power series expansion at the origin. For example, the operator $x\partial + 1$ has the solution $\frac{1}{x}$, but no power series solution.

We can always get $r$ linearly independent series solutions, even in the singular case, if we accept a sufficiently general notion of series. More specifically, for every differential operator $L \in \mathbb{C}[x][\partial]$ of order $r$ there always exist $r$ linearly independent series solutions of the form

$$\exp(p(x^{-1/s}))x^\nu a(x^{1/s}, \log(x)),$$

where $s \in \mathbb{N} \setminus \{0\}$, $p \in \mathbb{C}[x]$, $\nu \in \mathbb{C}$, and $a \in \mathbb{C}[[x]][y]$. For a given operator $L \in C[x][\partial]$, where $C$ is some computable subfield of $\mathbb{C}$, it is possible to compute $s, p, \nu$ and any finite number of terms of the series $a$. The procedure is described in [44, 81, 55]. In the first place, generalized series solutions only have a formal algebraic meaning. But it is possible to associate to each such series solution an actual analytic function, defined on an appropriate subset of $\mathbb{C}$, which is a solution of the operator and whose asymptotic behaviour for $x \to 0$ is described by the generalized series. The correspondance is explained in [8].

There is also a notion of generalized series solutions for recurrence operators. In this case, they have the form

$$\Gamma(x)^{\gamma}\phi^s \exp(p(x^{1/s}))x^\nu a(x^{-1/s}, \log(x))$$

for $\gamma \in \mathbb{Q}$, $\phi \in \mathbb{C}$, $s \in \mathbb{N}$, $p \in \mathbb{C}[x]$, $\alpha \in \mathbb{C}$, $a \in \mathbb{C}[[x]][y]$. Every recurrence operator $L \in C[x][\partial]$ of order $r$ admits $r$ linearly independent solutions of this kind. For operators in $C[x][\partial]$ where $C$ is a computable subfield of $\mathbb{C}$, truncations of these
solutions at any desired order can be computed by a procedure which is similar to the procedure in the differential case. See [87, 50] for details and examples.

Generalized series solutions of recurrence operators can be viewed as asymptotic expansions for $x \to \infty$ of sequence solutions. This is similar to the differential case, although the theoretical justification of the correspondence is not yet as developed. In practice however, the accuracy of the correspondence is striking. Consider, as an example, the sequence $f : \mathbb{N} \to \mathbb{Z}$ defined by $f(0) = 1, f(1) = 4, f(2) = 24$ and

$$
\begin{align*}
5(n+1)(n+2)(74n+201)f(n) & -16(n+2)(37n^2 + 156n + 147)f(n+1) \\
-8(296n^3 + 1988n^2 + 4376n + 3147)f(n+2) & +2(n+3)(2n+5)(74n+127)f(n+3) = 0
\end{align*}
$$

for $n \geq 0$. The recurrence has the three generalized series solutions

$$
\left(\frac{\alpha}{2}\right)^n \frac{1}{\sqrt{n}} \left(1 + \frac{2128\alpha^2 - 29264\alpha - 125849}{405224} n^{-1} + \frac{-1361376\alpha^2 + 20862240\alpha + 27403225}{209892608} n^{-2} \right.
\left. + \frac{5(2345140112\alpha^2 - 37235246032\alpha - 19495870819)}{2627303842816} n^{-3}
\right.
\left. - \frac{21(44257990560\alpha^2 - 673627698656\alpha - 4323871190307)}{3110727749894144} n^{-4}
\right.
\left. + \frac{21(5238631753993208\alpha^2 - 80267077173522224\alpha - 93005324288356250)}{340686980316846665088} n^{-5}
\right) + \text{O}(n^{-6})
$$

where $\alpha$ may be any of the three roots of the polynomial $10 - 8x - 16x^2 + x^3$. This suggests that the asymptotic behaviour of $f$ for $n \to \infty$ is given by $f(n) \sim \kappa \left(\frac{\alpha}{2}\right)^n n^{\sqrt{n}}$, for some nonzero constant $\kappa$. The numerical values

$$
\begin{align*}
f(11)/f(10) & \approx 7.847370412 \\
f(101)/f(100) & \approx 8.183936697 \\
f(1001)/f(1000) & \approx 8.220582914
\end{align*}
$$

give an idea which of the three roots $\alpha$ is the correct one. (Indeed, the polynomial has a real root $\alpha = 16.44938308195571213 \ldots$)

In general, it is not easy to say something specific about the multiplicative constant $\kappa$, but at least we can use the series solutions to get a good numerical approximation of it. For the sake of illustration, let $E_0(n) = \left(\frac{\alpha}{2}\right)^n / \sqrt{n}$, $E_5(n)$ the truncated series quoted above (with the term O($n^{-6}$) replaced by 0), and $E_{10}(n)$ be the series solution truncated at order 10. Then we have $f(n)/E_0(n) \to \kappa$ for $n \to \infty$, but with different speed. The following table gives some idea:

<table>
<thead>
<tr>
<th>$n$</th>
<th>$f(n)$</th>
<th>$f(n)$</th>
<th>$f(n)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$E_0(n)$</td>
<td>$E_5(n)$</td>
<td>$E_{10}(n)$</td>
</tr>
<tr>
<td>100</td>
<td>0.5198357827</td>
<td>0.52023874213760325251</td>
<td>0.520238742137467155914832616826</td>
</tr>
<tr>
<td>200</td>
<td>0.5200371417</td>
<td>0.52023874213747135185</td>
<td>0.520238742137467155914051803075</td>
</tr>
<tr>
<td>300</td>
<td>0.5201043151</td>
<td>0.52023874213746770599</td>
<td>0.520238742137467155914051064778</td>
</tr>
<tr>
<td>400</td>
<td>0.5201279118</td>
<td>0.5202387421374672928616</td>
<td>0.520238742137467155914051032546</td>
</tr>
<tr>
<td>500</td>
<td>0.5201580731</td>
<td>0.52023874213746719854</td>
<td>0.520238742137467155914051051896</td>
</tr>
</tbody>
</table>

With $n = 10000$ we find

$$
\frac{f(n)}{E_{10}(n)} \approx 0.5202387421374671559140510518178442645577366650663586360,
$$
and this may be enough accuracy to guess the closed form
\[ \kappa = \sqrt{\beta / \pi} \approx 0.52023874213746715591405105181784426455722908885022355854 \]
where \( \beta \) is the root of \( 2368x^3 - 1776x^2 - 196x - 5 \) with value \( \beta \approx 0.850267 \).

2.5. **Closed Forms.** There are various algorithms for deciding whether a given D-finite function admits a certain type of closed form representation. The most simple question of this sort is whether a given D-finite recurrence or differential equation admits a polynomial solution.

It is easy to find all the polynomial solutions up to some prescribed degree. For example, to find all the polynomial solutions of a linear system whose coefficients (in the numerator) are certain explicit linear combinations \( c_0, c_1, c_2, c_3 \), and apply \( L \) to this template. The unknown constants \( c_i \) are unknown, but they are known to be constants, so they commute with \( \partial \). We can therefore write \( L \cdot (c_0 + c_1 x + c_2 x^2 + c_3 x^3) \) as a polynomial (or perhaps as a rational function) in \( x \) whose coefficients (in the numerator) are certain explicit linear combinations of the unknowns \( c_i \). Equating all these linear forms to zero gives a homogeneous linear system the solutions of which are precisely the coefficient vectors of the cubic polynomial solutions of \( L \).

Example: In the differential case, consider \( L = (4x^2 - 9)\partial^2 - (4x^2 + 12x - 15)\partial + (12x - 6) \). Then
\[
L \cdot (c_0 + c_1 x + c_2 x^2 + c_3 x^3) \\
= (2c_2 + 6c_3 x)(4x^2 - 9) - (4x^2 + 12x - 15)(c_1 + 2c_2 x + 3c_3 x^2) \\
+ (12x - 6)(c_0 + c_1 x + c_2 x^2 + c_3 x^3) \\
= (-6c_0 + 15c_1 - 18c_2) + (12c_0 - 18c_1 + 30c_2 - 54c_3)x \\
+ (8c_1 - 22c_2 + 45c_3)x^2 + (4c_2 - 18c_3)x^3.
\]

This is zero if and only if
\[
\begin{pmatrix}
-6 & 15 & -18 & 0 \\
12 & -18 & 30 & -54 \\
0 & 8 & -22 & 45 \\
0 & 0 & 4 & -18
\end{pmatrix}
\begin{pmatrix}
c_0 \\
c_1 \\
c_2
\end{pmatrix} = 0.
\]

The solution space is generated by the vector \( (27, 54, 36, 8) \). Therefore, the solutions of \( L \) of degree at most three are precisely the constant multiples of the polynomial \( 27 + 54x + 36x^2 + 8x^3 \).

As the solution space of every operator is a finite dimensional vector space, it is clear that no operator can have polynomial solutions of unlimited degree. Instead, for every operator \( L \) there must be some finite \( d \in \mathbb{N} \) such that all polynomial solutions of \( L \) must have degree \( d \) or less. If we can find some upper bound for \( d \), then using this bound in the procedure sketched above will result in a basis of the vector space of all the polynomial solutions of a given operator. For the most common Ore algebras, it is not hard to determine such degree bounds for a given operator. See [68, 20, 56, 81, 70] for details of this construction. If the degree bounds turn out to be very high, efficient algorithms as those described in [16, 14] should be used instead of the naive algorithm.

Next, we might want to know whether a given operator has solutions that can be written as rational functions. The classical algorithm proceeds in two steps. First, it determines a polynomial \( d \) such that for every rational function solution \( f \) we have that \( df \) is a polynomial. In other words, \( d \) is (a multiple of) the least common denominator of all the rational function solutions. Such a polynomial \( d \) is called
a denominator bound or a universal denominator for the operator. Algorithms for computing denominator bounds are available for various Ore algebras, see [81, 1, 83, 19] for details. Once a denominator bound is known, we can make an ansatz \( f = p/d \) with an unknown polynomial \( p \). Plugging this ansatz into the equation for \( f \) yields a new equation for \( p \). The polynomial solutions \( p \) of that new equation are in one-to-one correspondence with the rational solutions \( f = p/d \) of the original equation.

The next more general class of “closed forms” are those functions which have an annihilating operator of order 1. In the differential case, such function are called hyperexponential. In the shift-case, they are called hypergeometric terms. To decide whether an operator \( L \) admits a solution which is also a solution of some first-order operator is equivalent to the problem of deciding whether \( L \) can be written in the form \( L = PQ \) for some operators \( P, Q \) where \( Q \) has order 1: it is clear that every solution of \( Q \) is also a solution of \( L \), because \( Q \cdot f = 0 \Rightarrow L \cdot f = PQ \cdot f = P \cdot (Q \cdot f) = P \cdot 0 = 0 \). On the other hand, if \( f \) is a nonzero solution of both \( L \) and \( Q \), then it is a solution of \( \gcd(L, Q) \), and since \( Q \) has order 1 and the only order 0 operator is 1, which does not have any nonzero solutions, we must have \( \gcd(L, Q) = Q \) and so in particular \( Q \) is a right divisor of \( L \). For algorithms to find first-order right factors, see [67, 68, 82, 56, 84, 81, 34, 48].

The next more general class of closed form expressions are called d’Alembertian solutions. In the differential case, these are functions which can be written as iterated indefinite integrals over hyperexponential functions. An example is

\[
f(x) = \int_0^x \exp(u) \int_0^u \frac{1}{v^2 + 1} \int_0^v \frac{\exp(w^2 + w)}{w^4 + 5} \, dw \, dv \, du.
\]

Analogously, in the shift case, we have functions that can be written as iterated indefinite sums over hypergeometric terms, for example

\[
f(n) = \sum_{k=1}^n \binom{2k}{k} \sum_{i=1}^k \frac{2^i}{i^2 + 1} \sum_{j=1}^i \frac{1}{j^2}.
\]

In the general case, an element \( f \) of a function space \( F \) is called d’Alembertian if it is annihilated by some operator \( L \in A[\partial] \) which can be written as a product of first-order operators. In order to determine the d’Alembertian solutions of a given operator \( L \), first determine all the first-order right hand factors. Then for each such factor \( P \), compute the first-order right hand factors of the operator obtained from \( L \) after dividing \( P \) from the right. Apply the algorithm recursively to this operator. There are even more general algorithms for finding even more general types of closed form solutions. Most of them are however limited to particular Ore algebras.

The best studied case is the differential case. Here we have algorithms for finding algebraic function solutions [72], liouvillean solutions [73], or even (certain) hypergeometric series solutions [36, 85, 59, 43]. For analogous results about recurrence operators, see for example [80, 42, 71, 24] and the references given there.

3. Several Variables

A function in several variables is called D-finite if it is D-finite with respect to each of the variables when all the other variables are considered as constant parameters.

3.1. Examples.

(1) \( f(x, y) = x + \exp(xy) \) is D-finite because it satisfies the differential equation

\[
(1 - xy) \frac{\partial^2}{\partial x^2} f(x, y) + xy^2 \frac{\partial}{\partial x} f(x, y) - y^2 f(x, y) = 0
\]
with respect to $x$, viewing $y$ as formal parameter, as well as the differential equation

$$\frac{\partial^2}{\partial y^2} f(x, y) - x \frac{\partial}{\partial y} f(x, y) = 0$$

with respect to $y$, viewing $x$ as formal parameter.

(2) $f(n, k) = \binom{n}{k}$ is D-finite because it satisfies the recurrence

$$(n + 1)f(n, k) - (n + 1 - k)f(n + 1, k) = 0$$

with respect to $n$, viewing $k$ as formal parameter, as well as the recurrence

$$(k - n)f(n, k) + (k + 1)f(n, k + 1) = 0$$

with respect to $k$, viewing $n$ as formal parameter.

(3) $f(n, x) = x^n$ is D-finite because it satisfies the recurrence

$$f(n + 1, x) - xf(n, x) = 0$$

with respect to $n$, viewing $x$ as formal parameter, as well as the differential equation

$$x \frac{\partial}{\partial x} f(n, x) - nf(n, x) = 0$$

with respect to $x$, viewing $n$ as formal parameter.

(4) The sequence $f(n, x) = P_n(x)$ of Legendre Polynomials is D-finite because it satisfies the recurrence

$$(1 + n)f(n, x) - (3 + 2n)x f(n + 1, x) + (2 + n)f(n + 2, x) = 0$$

with respect to $n$, viewing $x$ as formal parameter, as well as the differential equation

$$n(n + 1)f(n, x) - 2x \frac{\partial}{\partial x} f(n, x) + (1 - x^2) \frac{\partial^2}{\partial x^2} f(n, x) = 0$$

with respect to $x$, viewing $n$ as formal parameter.

(5) $f(n, x) = \sqrt{n + x}$ is not D-finite, although it satisfies the linear differential equation

$$2(n + x) \frac{\partial}{\partial x} f(n, x) - f(n, x) = 0$$

with respect to $x$, viewing $n$ as formal parameter. The reason is that it does not satisfy any linear recurrence with respect to $n$, viewing $x$ as formal parameter. (The absence of such a recurrence is not exactly obvious, but can be proven [40].)

Likewise, $f(n, x) = \Gamma(n, x)$ is not D-finite, although it satisfies a recurrence with respect to $n$, viewing $x$ as formal parameter. The reason is that it does not satisfy any linear differential equation with respect to $x$, viewing $n$ as a formal parameter.

3.2. Algebraic Setup. Also in the case of several variables, we can give a general definition of D-finiteness by using operators. The definition of Ore algebras quoted in Section 2.2 generalizes as follows.

**Definition 3.** Let $A$ be an integral domain, let $\sigma_1, \ldots, \sigma_m : A \to A$ be endomorphisms with $\sigma_i \circ \sigma_j = \sigma_j \circ \sigma_i$ for all $i, j$, and let $\delta_i : A \to A$ be a $\sigma_i$-derivation for each $i = 1, \ldots, m$. 

Let $A[\partial_1, \ldots, \partial_m]$ be the set of all multivariate polynomials in the indeterminates $\partial_1, \ldots, \partial_m$ with coefficients in $A$. Addition in $A[\partial_1, \ldots, \partial_m]$ is defined coefficient-wise (as usual), and multiplication is defined via the commutation rules

$$
\partial_i \partial_j = \partial_j \partial_i \quad (i, j = 1, \ldots, m)
$$

$$
\partial_i a = \sigma_i(a) \partial_i + \delta_i(a) \quad (i = 1, \ldots, m; a \in A).
$$

Then $A := A[\partial_1, \ldots, \partial_m] := (A[\partial_1, \ldots, \partial_m], (\sigma_1, \ldots, \sigma_m), (\delta_1, \ldots, \delta_m))$ is called an Ore algebra over the ground domain $A$.

The most common examples are when $A$ is a polynomial ring or a rational function field in $m$ variables $x_1, \ldots, x_m$, and each $\partial_i$ is an operator which interacts with $x_i$ but leaves the other variables fixed. For example, the $\mathfrak{n}$th Weyl algebra $\mathbb{C}[x_1, \ldots, x_m][\partial_1, \ldots, \partial_m]$ with $\sigma_i = \text{id}$ and $\delta_i = \frac{\partial}{\partial x_i}$ for all $i$ is an Ore algebra. Of course, with other choices of $\sigma_i$ and $\delta_i$, the indeterminates $\partial_i$ can also be used to model shift or $q$-shift or other operators. It is not necessary that all the $\delta_i$ are of the same type.

We use elements of Ore algebras to describe functions which live in an $A[\partial_1, \ldots, \partial_m]$-left module $F$. Typically, the elements of $F$ are functions in $m$ variables $x_1, \ldots, x_m$ and the operator $\partial_i$ acts nontrivially on $x_i$ and trivially on the other variables. For example, the Ore algebra $\mathbb{C}[x, y][\partial_x, \partial_y]$ of differential operators acts in a natural way on the space $\mathbb{C}[[x, y]]$ of bivariate formal power series.

Like in the univariate case, the annihilator of a fixed element $f \in F$ is defined as

$$
\text{ann}(f) := \{ L \in A[\partial_1, \ldots, \partial_m] : L \cdot f = 0 \}.
$$

Also like in the univariate case, this is a left ideal of the Ore algebra, but unlike in the univariate case, it is usually not generated by a single element. The general definition of D-finiteness is as follows.

**Definition 4.** Let $A[\partial_1, \ldots, \partial_m]$ be an Ore algebra which acts on $F$. An element $f \in F$ is called D-finite (with respect to the action of $A[\partial_1, \ldots, \partial_m]$ on $F$) if $\text{ann}(f) \cap A[\partial_i] \neq \{0\}$ for all $i = 1, \ldots, m$.

For $m = 1$ this definition falls back to the definition given earlier for the univariate case. For arbitrary $m$, note that the definition says that the function $f$ should be D-finite with respect to the restricted action of $A[\partial_i]$ on $F$, for every $i$. In other words, it should be D-finite with respect to every variable when all the other variables are viewed as formal parameters.

When $A$ is a field, $f$ is D-finite if and only if the left module $A[\partial_1, \ldots, \partial_m]/\text{ann}(f)$ is an $A$-vector space of finite dimension. In the univariate case, when $\text{ann}(f) = \langle L \rangle$ for some operator $L$ of order $r$, the vector space is generated by $\{1, \partial, \ldots, \partial^{r-1}\}$ and its dimension is $r$. In the multivariate case, when $\text{ann}(f) \cap A[\partial_i] = \langle L_i \rangle$ for some operators $L_i$ of order $r_i$ ($i = 1, \ldots, m$), the vector space is generated by all the power products $\partial_1^{e_1} \cdots \partial_m^{e_m}$ with $0 \leq e_i \leq r_i$ for $i = 1, \ldots, m$. These are $r_1 r_2 \cdots r_m < \infty$ many. However, this is in general only an upper bound for the dimension, because $\text{ann}(f)$ may also contain mixed operators that cause the dimension to drop.

For example, for the Legendre polynomials $f(n, x) = P_n(x)$, we have

$$
\text{ann}(f) \cap \mathbb{Q}(n, x)[\partial_n] = (n(n + 1) - 2x\partial_x + (1 - x^2)\partial_x^2),
$$

$$
\text{ann}(f) \cap \mathbb{Q}(n, x)[\partial_n] = ((1 + n) - (2n + 3)x\partial_n + (n + 2)\partial_n^2)
$$

where $\partial_x$ acts like the partial derivation in $x$ and $\partial_n$ acts as shift in $n$. In fact we even have $\text{ann}(f) = \langle L_x, L_n \rangle$ in this case. Nevertheless, the dimension of the vector
space \( \mathbb{Q}(n, x)[\partial_x, \partial_n]/\text{ann}(f) \) is strictly less than four. To see this, note that we have

\[
(n + 1)x - (1 - x^2)\partial_x - (n + 1)\partial_n = \left( \frac{x}{2} - \frac{4 + 4n + 4n^2 + 15n^2 + 16n^2 + 4n^2 - x}{2(n + 1)(2n + 5)} \right) L_x + \left( \frac{(n + 2)x}{2} - \frac{1}{n + 1} \partial_x - \frac{x(x^2 - 1)}{2(n + 1)} \partial_2 - \frac{(n + 2)(12 + 7n + n^2)}{2(n + 1)(2n + 5)} \partial_n \right) L_n + \left( \frac{x}{n + 1}(2n + 5) \partial_x + \frac{(x^2 - 1)}{2(n + 1)(2n + 5)} \partial_2 \partial_n \right) L_n \in \text{ann}(f).
\]

Using this relation, all operators involving some power of \( \partial_x \) can be rewritten in terms of some operator that only involves \( \partial_n \), and using the generator of \( \text{ann}(f) \cap \mathbb{Q}(n, x)[\partial_n] \) we can rewrite any such operator as a \( \mathbb{Q}(n, x) \)-linear combination of 1 and \( \partial_n \). Hence the dimension of \( \mathbb{Q}(n, x)[\partial_x, \partial_n] \) is at most two.

### 3.3. Gröbner Bases.

D-finite functions in several variables are specified by a basis of the annihilating ideal \( \text{ann}(f) \) and an appropriate sample of initial values. In typical example situations, we do not know such a basis for sure, but all we have are some operators \( L_1, \ldots, L_k \in A[\partial_1, \ldots, \partial_m] \) such that \( I := \langle L_1, \ldots, L_k \rangle \subseteq \text{ann}(f) \). As far as algorithms for D-finiteness are concerned, it is fair to work with \( I \) instead of \( \text{ann}(f) \) provided that \( I \) has the property that \( I \cap A[\partial_i] \neq \{0\} \) for all \( i \).

Each \( \langle I \rangle \cap A[\partial_i] \) contains some nonzero operator \( L_i \), and if we define \( I = \langle L_1, \ldots, L_k \rangle \), then \( I \) obviously has the property \( I \subseteq \text{ann}(f) \) and \( I \cap A[\partial_i] \neq \{0\} \) for all \( i \). However, such a basis is not necessarily very convenient to work with. In practice, we typically do not need to know the pure operators \( L_i \) explicitly, but only a guarantee for their existence. We can therefore take the freedom to work with bases of \( I \) that are better suited for computations.

Gröbner bases [21] are a canonical choice. Because of space limitations, we shall assume that familiar with the theory of Gröbner bases in the commutative case, as described for example in [35, 9, 22]. The key message is then that despite the noncommutativity of Ore algebras, theory and algorithms carry over almost literally to left ideals of Ore algebras. The reason is essentially that for every admissible ordering \( < \) on the power products \( \partial_1^{r_1} \cdots \partial_m^{r_m} \), we still have \( \text{lt}(\tau p) = \text{lt}(p) \) for every term \( \tau \in [\partial_1, \ldots, \partial_m] \) and all \( p \in A[\partial_1, \ldots, \partial_m] \). The noncommutativity induced by the various \( \sigma_i \) and \( \delta_i \) only affects the lower order terms. For simplicity, let us restrict the attention to Ore algebras \( A[\partial_1, \ldots, \partial_m] \) where \( A \) is a field.

Like in the commutative case, there is a reduction process by which terms in a given operator are successively replaced by terms that are smaller in the chosen term ordering until no further reduction is possible. If \( r \in A[\partial_1, \ldots, \partial_m] \) can be obtained by such a reduction process from \( p \in A[\partial_1, \ldots, \partial_m] \) by reducing with elements of \( G \subseteq A[\partial_1, \ldots, \partial_m] \), we write \( r = \text{red}(p, G) \). Also similar to the commutative case, \( G \) is called a Gröbner basis if any of the following equivalent conditions is satisfied:

- \( \text{red}(p, G) = 0 \) for all \( p \) in the left ideal generated by \( G \)
- \( \text{red}(p, G) \) is uniquely determined for all operators \( p \)
- The set of all leading terms of elements of the left ideal generated by \( G \) agrees with the set of leading terms of multiples of elements of \( G \)
- If \( T \subseteq [\partial_1, \ldots, \partial_m] \) is the set of all power products \( \tau \) with \( \text{lt}(\tau, G) = \tau \), then the set \( \{ \tau + G : \tau \in T \} \) forms an \( A \)-vector space basis of \( A[\partial_1, \ldots, \partial_m]/(G) \).

Also Buchberger’s algorithm extends to the Ore setting in a natural way.
As an example, consider the Ore algebra \( \mathbb{Q}(n, x)[\partial_n, \partial_x] \) where \( \partial_n \) acts as shift in \( n \) and \( \partial_x \) as derivation in \( x \). Then
\[
G = \left\{ (n + 1)\partial_n + (1 - x^2)\partial_x - (n + 1)x, \quad (1 - x^2)\partial_x^2 - 2x\partial_x + n(n + 1) \right\}
\]
is a Gröbner basis with respect to the lexicographic term order with \( \partial_n > \partial_x \).
Denote the two elements by \( g_1, g_2 \), respectively. To see that the operator
\[
p = (n + 2)\partial_n^2 - (2n + 3)x\partial_n + (1 + n)
\]
is contained in \( \langle G \rangle \), observe that the reduction process
\[
p \xrightarrow{-\partial_n g_1} -(1 - x^2)\partial_n\partial_x - (n + 1)x\partial_n + (n + 1)
\]
\[
\xrightarrow{-\frac{x+2}{n+2} \partial_x g_1} -(n + 1)x\partial_n + \frac{(x - 1)^2(x + 1)^2}{n + 1} \partial_x^2 + \frac{(n + 3)(x - 1)(x + 1)x}{n + 1} \partial_x + (n + x^2)
\]
\[
\xrightarrow{+xg_1} \frac{(x + 1)^2(x - 1)^2}{n + 1} \partial_x^2 + \frac{2(x - 1)(x + 1)x}{n + 1} \partial_x - n(x - 1)(x + 1)
\]
\[
\xrightarrow{-\frac{x^2-1}{n+2} \partial_x^2} 0
\]
leads to zero.
It follows from the theory of Gröbner bases that \( f \) is D-finite if and only if the Gröbner basis of \( \text{ann}(f) \) (with respect to any term order) contains for each \( i = 1, \ldots, m \) an element whose leading term is a power of \( \partial_i \). While in theory this condition is equivalent to the condition that \( \text{ann}(f) \cap A[\partial_i] \neq \{0\} \) for all \( i \), in practice it is less expensive to only ensure the pureness of the leading terms rather than of the entire operators. For example, for the Gröbner basis \( \{g_1, g_2\} \) above, the operator \( g_1 \) is not pure, but since the leading terms \( \partial_n \) and \( \partial_x^2 \) are, the left ideal \( \langle g_1, g_2 \rangle \) corresponds to a D-finite function.

An ideal \( I \subseteq A[\partial_1, \ldots, \partial_m] \) contains for every \( i = 1, \ldots, m \) an element \( p \) whose leading term is a power of \( \partial_i \) if and only if this is the case for the Gröbner basis of \( I \) (with respect to any term order). The condition is also equivalent to saying that the set \( T \) of all power products \( \tau \) with \( \text{red}(\tau, G) \) is finite, and therefore to saying that the \( A \)-vector space \( A[\partial_1, \ldots, \partial_m]/I \) has a finite dimension. This is again the finiteness which is referred to in the word D-finite.

The finiteness of \( \dim_A A[\partial_1, \ldots, \partial_m]/I \) makes it possible to treat multivariate D-finite functions in very much the same way as in the univariate case. In particular,
we can execute closure properties of D-finite functions by solving certain linear systems.

Consider, as an example, the closure property $\text{plus}$. Suppose there are two D-finite functions $f, g$ for which we know ideals $I, J \subseteq A[\partial_1, \ldots, \partial_m]$ such that $\text{ann}(f) \subseteq I, \text{ann}(g) \subseteq J, \dim_A A[\partial_1, \ldots, \partial_m]/I < \infty, \text{ and } \dim_A A[\partial_1, \ldots, \partial_m]/J < \infty$. We want to find a basis for the ideal $I \cap J$. All the operators in this ideal kill $f$ as well as $g$, and hence every linear combination $\alpha f + \beta g$, and hence in particular the sum $f + g$.

As both $I$ and $J$ contain for every $i$ some nonzero operator belonging to $A[\partial_i]$, it follows directly from the univariate argument that this is also the case for $I \cap J$.

This argument also gives rise to an algorithm, but this algorithm is very inefficient. The method of choice avoids the computation of pure operators and works directly with the Gröbner bases of $I$ and $J$, exploiting the fact that $p \in I \cap J \iff \text{red}(p, \text{Gb}(I)) = \text{red}(p, \text{Gb}(J)) = 0$. The idea behind the algorithm is the same as in the interpolation algorithm of Buchberger-Möller [23] and in the order-changing algorithm by Faugere-Gianni-Lazard-Mora known as FGLM [38]. The algorithm enumerates all the terms in increasing order and searches for linear relations among them. Whenever a relation is found, it is recorded, and all the multiples of its leading term are excluded from future consideration. After finitely many steps, no more terms are left, and then the recorded relations form a Gröbner basis of $I \cap J$.

**INPUT:** Gröbner bases $G, H \subseteq A[\partial_1, \ldots, \partial_m]$ which contain for each $i$ some nonzero operator whose leading term is a power of $\partial_i$.

**OUTPUT:** A Gröbner basis of the left ideal $\langle G \rangle \cap \langle H \rangle$.

1. $B = \emptyset; \; lt = \emptyset; \; done = \emptyset$
2. Let $\tau$ be the smallest power product which is not in $done$ and which is not a multiple of some element of $lt$.
3. If no such $\tau$ exists, return $B$ and stop.
4. Writing $done = \{\tau_1, \ldots, \tau_k\}$, find, if possible, $\alpha_1, \ldots, \alpha_k \in A$ such that
   \[
   \text{red}(\tau, G) = \alpha_1 \text{red}(\tau_1, G) + \cdots + \alpha_k \text{red}(\tau_k, G)
   \]
   \[
   \text{red}(\tau, H) = \alpha_1 \text{red}(\tau_1, H) + \cdots + \alpha_k \text{red}(\tau_k, H).
   \]
5. If such $\alpha_1, \ldots, \alpha_k$ exist, then
6. set $B = B \cup \{\tau - \alpha_1 \tau_1 - \cdots - \alpha_k \tau_k\}$ and $lt = lt \cup \{\tau\}$
7. otherwise
8. set $done = done \cup \{\tau\}$.
9. Go back to step 2.

The algorithms for the other closure properties are very similar. Only the condition in step 4 has to be adapted.

### 3.4. Initial Values.
In general, given an ideal $I \subseteq A[\partial_1, \ldots, \partial_m]$ in an Ore algebra acting on a function space $F$, there are several elements of $f$ whose annihilator contains $I$. In order to fix a specific element $f \in F$ annihilated by $I$, we need to supply some additional information to distinguish it for all the other functions annihilated by $I$.

The most easy case is the case of univariate recurrence equations whose leading coefficient is a polynomial with no positive integer roots,

\[
p_0(n)a_n + p_1(n)a_{n+1} + \cdots + p_r(n)a_{n+r} = 0 \quad (n \geq 0).
\]
It is clear that any value \( a_n \) can be recursively computed via

\[
a_n = -\frac{1}{p_r(n-r)} \left( p_0(n-r)a_{n-r} + \cdots + p_1(n-r)a_{n-r+1} + \cdots + p_{r-1}(n-r)a_{n-1} \right)
\]

if we specify any initial values \( a_0, \ldots, a_{r-1} \). The assumption that \( p_r \) has no positive integer roots ensures that there will be no division by zero. If \( p_r \) does have positive integer roots, say at \( n_1, n_2, \ldots, n_s \in \mathbb{N} \), then we have to specify the values \( a_{n_i+r} \) for \( i = 1, \ldots, s \) in addition to the initial values \( a_0, \ldots, a_{r-1} \) in order to fix the sequence.

The case of several variables is more subtle. Let us consider the situation in the shift case. Let \( a_{n,k} \) be a D-finite sequence in \( n \) and \( k \) annihilated by some ideal \( I = \text{ann}(a_{n,k}) \subseteq \mathbb{Q}(n,k)[\partial_n, \partial_k] \). Suppose we know a Gröbner basis \( G \) of \( I \). Without loss of generality, we may assume that the elements of \( I \) belong to \( \mathbb{Q}[n,k][\partial_n, \partial_k] \).

(If they don’t, multiply them from the left by a suitable element of \( \mathbb{Q}[n,k] \).)

If the leading coefficients \( \text{lc}(g) \in \mathbb{Q}[n,k] \) have no roots in \( \mathbb{N}_2 \), then the sequence \( a_{n,k} \) is uniquely determined by \( I \) and the initial values \( a_{i,j} \) for which \( (i,j) \) is such that \( \text{red}(\partial_n^i \partial_k^j, G) = \partial_n^{i'} \partial_k^{j'} \). Note that these are finitely many because \( a_{n,k} \) is D-finite. To see that these values suffice, observe that for every other index \( (i',j') \) there exists a \( g \in I \) whose leading term divides \( \partial_n^{i'} \partial_k^{j'} \). By the assumption that the leading coefficient polynomials have no positive integer roots, we can use this \( g \) to express \( a_{i',j'} \) as a finite linear combination of terms \( a_{i'',j''} \) where \( (i'',j'') \) are smaller with respect to the term order. After repeating this procedure finitely many times, we are down to the initial values.

When the leading coefficients \( \text{lc}(g) \) do have roots in \( \mathbb{N}_2 \), we must be more careful. Unfortunately, this case appears frequently in typical examples. There are several points to be made:

- There is no algorithm for finding integer roots of multivariate polynomials, and so there is in general no way to find out whether there are any indices for which additional initial values have to be supplied. This is a severe theoretical restriction, but in practice it is typically not as dramatic as it seems.

- Polynomials in several variables may have infinitely many integer roots. This is bad if we want to describe a particular sequence by a finite amount of data.

  In practice, this situation is typically caused by integer-linear factors in the leading coefficients. This means that some subsequence of the form \( a_{u,v,n} \) for some specific \( u,v \in \mathbb{N} \) remains undetermined by the recurrence system. But when \( a_{n,k} \) is D-finite, we have reasons to hope that such a subsequence \( a_{u,v,n} \) is also D-finite, and we can specify the infinitely many terms of this sequence by a univariate recurrence and some finitely many initial values.

- For indices \( (i',j') \) to which the leading terms of several elements of \( G \) fit, it suffices if there is one of them whose leading coefficient does not vanish at this point. The critical points are thus only the common roots of the leading coefficients of all the elements of \( G \) whose leading coefficients fit.

  In general, the Gröbner basis of the annihilator of a D-finite sequence in \( d \) variables will have at least \( d \) elements, and all of them will fit to all the indices which are far enough from the boundary. It is fair to expect, although not guaranteed, that a system of \( d \) polynomials in \( d \) variables admits only finitely many solutions in \( \mathbb{C} \). These can be computed, and the integer roots can be selected from them.

}\( \text{LC}(g) \in \mathbb{Q}[n,k] \)
3.5. **Creative Telescoping.** In addition to the closure properties discussed in Section 3.3, which are direct generalizations of the closure properties known from the univariate case, there are also operations which are only meaningful in the case of several variables. For example, when \(f(x,y)\) is a bivariate D-finite function, we can set one variable to a constant and regard the resulting object as a function with respect to the other variable. Is this function again D-finite? And if yes, how can we find an ideal of annihilating operators for it if we know an ideal of annihilating operators for the original function?

The key idea to approach these questions is the technique of creative telescoping. If we find operators \(P, Q \in \mathbb{C}[x,y][\partial_x, \partial_y]\) such that
\[
(P + yQ) \cdot f = 0
\]
then \(P\) is an annihilating operator for \(f(x,0)\). To see this, write the relation more verbosely,
\[
\begin{align*}
p_0(x)f(x,y) + p_1(x)\partial_x f(x,y) + \cdots + p_n(x)\partial^n_x f(x,y) \\
y \left(q_{0,0}(x,y)f(x,y) + \cdots + q_{n,n}(x,y)\partial^n_x \partial^n_y f(x,y)\right) = 0,
\end{align*}
\]
and observe that sending \(y\) to zero cancels the second line because of the leading factor \(y\) and leaves \(P \cdot f(x,0)\) in the first line because \(P\) is not affected by this substitution. (There is an implicit assumption that we do not encounter any singularity of \(f\) when \(y\) goes to zero for arbitrary but fixed \(x\); let’s ignore these details for the sake of simplicity.)

A relation \((P + yQ) \cdot f = 0\) is called a creative telescoping relation for \(f\) when \(P\) is nonzero. In this case, \(P\) is called a telescoper for \(f\), and \(Q\) is called a certificate for \(f\) and \(P\). Creative telescoping is the problem of finding \(P\) (and \(Q\)) for a given D-finite function \(f\). More generally, instead of operators of the form \(P + yQ\), it may also be of interest to search for operators of the form \(P + \partial_y Q\), where \(\partial_y\) acts like the derivation in \(y\). In this case (again assuming that \(f\) is sufficiently well-behaved) we have that
\[
(P + \partial_y Q) \cdot f = 0
\]
implies that \(P \cdot F = h(x,1) - h(x,0)\) where \(F(x) = \int_0^1 f(x,y)dy\) and \(h = Q \cdot f\).

Similarly, in the shift case, if \(f\) is annihilated by \(P + (\partial_y - 1)Q\), then we can use \(P\) to derive an operator which annihilates the definite sum \(F(n) := \sum_{k=0}^n f(n,k)\). This particular variant of the problem explains the name “creative telescoping”: telescoping refers to the certificate part \((\partial_y - 1)Q\), which amounts to finding some anti-difference, and creative refers to the remaining degrees of freedom for choosing \(P\) in such a way that a suitable \(Q\) exists at all.

**Examples:**

1. For the function \(f(x,y) = \exp(\sqrt{1 + x^2y} - x)\) we have
\[
(1 + \partial_x) - y \frac{2}{x} \partial_y \in \text{ann}(f).
\]

It follows that \(f(x,0) = \exp(-x)\) is annihilated by \(1 + \partial_x\).

2. Consider the function \(f(x,y) = \frac{1}{\sqrt{1-x^2-xy^2}}\) and consider the definite integral \(F(x) = \int_0^1 f(x,y)dy\). Because of
\[
((2x^2 - 1) + 3x(x^2 - 1)\partial_x) + \partial_y (1 + x^2)y \in \text{ann}(f),
\]
we have
\[
((2x^2 - 1) + 3x(x^2 - 1)\partial_x) \cdot F(x) = \int_0^1 \left( \partial_y \cdot \frac{(1 + x^2)y}{\sqrt{1 - x^2 + x^2y^2}} \right) dy
\]
\[
= \left[ \frac{(1 + x^2)y}{\sqrt{1 - x^2 + x^2y^2}} \right]_{y=0}^{y=1}
= \frac{x^2 + 1}{\sqrt{1 + x - x^2}}.
\]

This is an inhomogeneous differential equation which together with the initial value \(F(0) = 1\) uniquely determines \(F\).

(3) Let \(f(n, k) = \binom{n}{k} \left( \begin{array}{c} n + 3k \\ k \end{array} \right)\) and \(F(n) = \sum_{k=0}^n f(n, k)\). We have
\[
(n + 1) - 3(2n + 3)\partial_n + (n + 2)\partial_n^2 + (\partial_k - 1) \frac{2k^2(2n + 3)}{(n - k + 1)(n - k + 2)} \in \text{ann}(f).
\]

Summing the equation
\[
(n + 1)f(n, k) - 3(2n + 3)f(n + 1, k) + (n + 2)f(n + 2, k)
= (\partial_k - 1) \cdot \frac{-2k^2(2n + 3)}{(n - k + 1)(n - k + 2)} \binom{n}{k} \binom{n + k}{k}
\]
for \(k = 0, \ldots, n + 2\) leads to
\[
(n + 1)F(n) - 3(2n + 3)F(n + 1) + (n + 2)F(n + 2)
= \left[ \frac{-2k^2(2n + 3)}{(n - k + 1)(n - k + 2)} \binom{n}{k} \binom{n + k}{k} \right]_{k=0}^{k=n+3} = 0.
\]

Note that the denominator \((n - k + 1)(n - k + 2)\) vanishes for the indices \(k = n + 1\) and \(k = n + 2\), which are in the summation range. This is common, but commonly not a problem, because the poles caused by the denominator are canceled by the roots of the binomials:
\[
\frac{1}{(n - k + 1)(n - k + 2)} \binom{n}{k} = (n + 1)\binom{n + 2}{k},
\]
and the expression on the right is well-defined for all \(n\) and \(k\).

As these examples show, it is easy to get from a creative telescoping relation for \(f\) to an annihilating operator for \(F\). But does a creative telescoping relation always exist when \(f\) is D-finite? And can we find it algorithmically when we know an ideal basis of \(\text{ann}(f)\)?

These questions have been intensively studied since the early 1990s, when Zeilberger proposed his holonomic systems approach [89] and presented his algorithm for definite hypergeometric summation [88, 90, 68]. This algorithm finds creative telescoping relations \(P + (\partial_k - 1)Q\) for the case when \(f(n, k)\) is a hypergeometric term, whenever such a creative telescoping relation exists. A sufficient criterion for the existence is that the input hypergeometric term is “proper”, see [68] for a definition. A necessary and sufficient condition was given by Abramov [2, 3].

An analogous algorithm for the differential case was given by Almkvist and Zeilberger [5]. It finds creative telescoping relations \(P + \partial_y Q\) for hyperexponential functions. It can be shown that every hyperexponential function admits such a relation. An algorithm for the general case was given by Chyzak [30, 31, 32]. It finds a creative telescoping relation for an arbitrary D-finite function, provided there is one. This algorithm covers the shift case as well as the differential case, and it includes in particular the Zeilberger and the Almkvist-Zeilberger algorithm as special
cases. A sufficient condition for the existence of a creative telescoping relation for a D-finite function \( f \) is that \( f \) is also “holonomic”, see [30] for a definition.

These may be considered as the classical algorithms for creative telescoping. Earlier algorithmic approaches to the problem were based on elimination and Gröbner basis computations [37, 75, 76, 33]. Later algorithmic ideas include the algorithms of Apagodu and Zeilberger [6, 63, 7, 28], which are more efficient and easier to implement than the classical algorithms, and which also give easy access to sharp bounds on the sizes of telescopers in dependence of the input [27, 26].

The most recent line of development are reduction-based algorithms [12, 17, 13, 25]. These algorithms have the feature that they separate the computation of telescoper and certificate from each other. This is an interesting feature because the certificates are in general much larger than the telescopers, and in many applications they are not needed. Using these algorithms, it is possible to compute only a telescoper (without certificate) at a significantly lower cost than with the classical algorithms.

Another feature of reduction-based algorithms is that they are quite easy to explain. Let us give a sketch for the differential case when the integrand \( f \) is a bivariate rational function. Recall that by Hermite reduction [20, 86] we can write every rational function \( f \) in the form \( f = \partial_y g + h \) where \( h \) is a rational function whose denominator is square free and whose numerator has a lower degree than its denominator. Every pole of \( h \) (viewed as a function in \( y \)) must already be a pole of \( f \). Differentiation of \( f \) with respect to \( x \) does not introduce new poles but only affects their multiplicities. Therefore, if we apply Hermite reduction to the rational functions \( f, \partial_x f, \ldots, \partial_x^r f \), we obtain rational functions \( g_0, \ldots, g_r \) and \( h_0, \ldots, h_r \) with

\[
\partial_x^i f = \partial_y g_i + h_i
\]

for \( i = 0, \ldots, r \), and the denominators of all the \( h_i \) divide the square free part of the denominator of \( f \). Writing \( d \) for this common denominator and \( h_i = u_i/d \) for polynomials \( u_i \) in \( x \) and \( y \) (\( i = 0, \ldots, r \)), find polynomials \( c_i \) in \( x \) only such that

\[
c_0 u_0 + c_1 u_1 + \cdots + c_r u_r = 0.
\]

This can be done by making an ansatz with undetermined coefficients, comparing coefficients with respect to \( y \) and solving a linear system. As the degrees of the \( u_i \) with respect to \( y \) are bounded by the degree of \( d \) in \( y \), a nontrivial solution \((c_0, \ldots, c_r)\) will exist as soon as \( r \) is sufficiently large. For every such solution \((c_0, \ldots, c_r)\) we have

\[
(c_0 + \cdots + c_r \partial_x^r f) \cdot f = \partial_y (c_0 g_0 + \cdots + c_r g_r),
\]

so \( c_0 + \cdots + c_r \partial_x^r f \) is a telescoper for \( f \).

Creative telescoping is a very versatile technique. Several other interesting operations can be reduced to it. Here are some of them:

- If \( f(x, y) \) is a bivariate Laurent series and \( P = \partial_y Q \) annihilates \( f \), then \( P \) annihilates the residue \( \text{res}_y f(x, y) \).
- More generally, if \( f(x, y) \) is a bivariate Laurent series and \( P = \partial_y Q \) annihilates \( x^1-n \) \( f \), then \( P \) annihilates \( [y^n] f(x, y) \).
- If \( f(x, y) = \sum_{n,k=0}^{\infty} a_{n,k} x^n y^k \), we call \( d(x) := \sum_{n=0}^{\infty} a_{n,n} x^n \) the diagonal of \( f \). If \( P = \partial_y Q \) annihilates \( f(x, y/x)/y \), then \( P \) annihilates the diagonal \( d \).
- Alternatively, if \( P = k Q \) is a recurrence operator which annihilates the bivariate sequence \( a_{n,k-n} \), then \( P \) annihilates its diagonal \( a_{n,n} \).
4. Software

Implementations of most of the algorithms mentioned above are available for several computer algebra systems. For the univariate case, there are the Maple package gfun [69], a Mathematica package by Mallinger [61], and the Sage package ore_algebra [54]. For numerical evaluation of univariate D-finite functions, there is the numgfun package [62] which extends the functionality of gfun. For the multivariate case, there are the Maple package mgfun [31] and the Mathematica package HolonomicFunctions [57, 58]. There are also some special purpose systems which include functionality for efficient Gröbner basis computations in Operator algebra, for example the extension Plural [60] of Singular [41] or the system Risa/Asir [65].
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