Towards visual vocabulary and ontology-based image retrieval system
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Abstract: Several approaches have been introduced in image retrieval field. However, many limitations, such as the semantic gap, still exist. As our motivation is to improve image retrieval accuracy, this paper presents an image retrieval system based on visual vocabulary and ontology. We propose, for every query image, to build visual vocabulary and ontology based on images annotations. Image retrieval process is performed by integrating both visual and semantic features and similarities.

1 INTRODUCTION

Several approaches have been introduced and applied to image retrieval. In this context, two basic image retrieval approaches have been proposed in literature: 1) content based image retrieval (CBIR) and 2) semantic image indexing and retrieval (SIIR). In CBIR, at the lowest level, images are extracted without using semantic information describing their contents. In this case, low-level features are used such as color, texture and shape and some low-level descriptors are applied. In SIIR, at the highest level, image retrieval is based on techniques that allow representing an image with a richer description than low-level descriptors.

Bag-of-visual-words model has first been introduced by (Sivic and Zisserman, 2003) in the case of image and video retrieval. Usually, representing images by vectors of visual words is based on analogies between text and image. Consequently, many effective methods and algorithms inspired from text IR have been applied to the vector of visual words in order to achieve a better retrieval performance. Nevertheless, it was shown that visual words are not semantically meaningful because in clustering step, these are gathered using only their appearance similarity. So, two visually similar images are not necessarily semantically similar. In order to address these problems, several image retrieval approaches based on ontologies have been proposed (Kurtz and Rubin, 2014), (Allani et al., 2014). The goal is to make images semantic content using annotation terms that are attached to images. However, annotation terms which are used to build ontology, do not guarantee a whole representation or description of images. In this paper, our motivation is to integrate visual vocabulary and ontologies in image retrieval process in order to improve image retrieval accuracy. To perform that, our system focuses on building visual vocabulary and ontologies. During image retrieval process, visual and semantic similarities are integrated.

The remainder of this paper is organized as follows. In section 2, we propose a review of classical image retrieval approaches as well as our motivations. In section 3, we detail our proposal. Section 4 presents our case study. Finally, discussion as well as future works are presented in conclusion.

2 RELATED WORKS AND MOTIVATIONS

In CBIR, bag-of-visual-words model has been widely used for image retrieval, visual recognition, and image classification. Several works using this model have been proposed to provide an efficient visual words in order to apply different image and video processing tasks (Jurie and Triggs, 2005).
In this context, (Sivic and Zisserman, 2003) have presented an approach of object retrieval based on methods inspired from text retrieval. The goal of this work is to retrieve key frames containing a particular object with the ease, speed and accuracy with which Google retrieves text documents containing particular words. In (Martinet, 2014), a study about visual vocabularies compared to text vocabularies has been proposed
in order to clarify conditions for applying text techniques to visual words. To present this study, the author described four methods for building a visual vocabulary from two images collections (Caltech-101 and Pascal) based on two low-level descriptors (SIFT and SURF) combined with two clustering algorithms: K-means and SOM (Self-Organizing Maps). The experiments showed that visual words distributions highly depend on the clustering method (Martinet, 2014).

In addition, ontologies based images retrieval approaches have been proposed in order to extract visual information guided by its semantic content (Hyvönen et al., 2003) (Sarwara et al., 2013). In (Kurtz and Rubin, 2014), a novel approach based on semantic proximity of image content using relationships has been proposed. This method is composed of two steps: 1) annotation of query image by semantic terms that are extracted from ontology and construction of a term vector modeling this image, and 2) comparison of this query image to the others that are previously annotated using a computed distance between term vectors that are coupled with an ontological measure.

In the context of image retrieval based on visual words, when low-level features are extracted, resulting visual words are gathered using only their appearance similarity in the clustering step. Consequently, similar visual words do not guarantee semantic similar meaning. That tends to reduce the retrieval effectiveness with respect to the user. Moreover, in interest points detection step, many detectors can lose some interest points and increase the vector quantization noise. This can result in poor visual vocabulary that decrease the search performance.

Our motivations are to build visual vocabulary and ontologies based on images annotations in order to enhance image retrieval accuracy. The goal is to introduce an image retrieval system which aims to integrate two image aspects: visual features and semantic contents based on images annotations. Our idea is to combine, during the image retrieval process, similarity between visual words to semantic similarity.

Moreover, the evaluation of our proposal is to achieve two image retrieval strategies:

- A visual retrieval strategy based on visual similarity between visual words;
- A strategy based on integrating both visual and semantic similarities. In this case, semantic similarity is based on concepts that are provided from ontologies.

3 VISUAL VOCABULARY AND ONTOLOGIES-BASED IMAGE RETRIEVAL SYSTEM

In this section, we define our visual vocabulary and ontologies-based image retrieval system architecture. Our idea is to build visual vocabulary using low-level features and building ontologies based on concepts that are extracted from images annotations.

As depicted in Figure 1, our image retrieval system is composed of two main phases (online phase and offline phase). The offline phase, which corresponds to the visual vocabulary and ontologies’ building phase, is composed of two steps: 1) building the visual vocabulary and 2) building ontology. The online phase, which corresponds to the image retrieval phase, is composed of two steps: 1) query image processing and 2) image retrieval.

In the next section, the different steps of our image retrieval system will be detailed.

3.1 Offline phase: visual vocabulary and ontologies’ building

Our main idea is to develop an image retrieval system based on building the visual vocabulary and ontologies.

3.1.1 Building the visual vocabulary

This step allows to generate visual vocabulary according to three steps: interest points detection, computing descriptors and the clustering phase.

Interest points detection: In computer vision many detectors of interest points are developed. In order to produce effective vocabulary we have used the SIFT detector to extract the local interest points because using this descriptor a large number of interest points can be extracted from images.

Computing descriptors (or feature extraction): This step consists in extracting features by computing SIFT descriptor for each point which is detected in the previous step.

Clustering: This step consists in clustering local descriptors which are computed in the previous step, the goal is to represent each feature by the centroid of the cluster it belongs. In our case, we have used the K-means algorithm that is the most widely used clustering algorithm for visual vocabulary generation.

3.1.2 Building ontology based on annotation files

This process consists in extracting concepts and relationships from annotation files in order to build the
To achieve this goal, a preprocessing step is firstly need. Sub-steps are carried out by: 1) extracting image textual information from their annotation files; 2) performing a morphological and semantic analysis in order to get the word’s lemmatized form.

- **Morphological analysis:** it consists in recognizing of the various forms of words using a lexicon (dictionary, thesaurus). The lemmatisation allows the transformation of a word to its canonical form or lemma. In our case the lemmatisation of the annotation files content is ensured by TreeTagger 1.

- **Semantic analysis:** After the lemmatisation, a filtering step is done. It consists in eliminating empty words.

Then, we need to filter the lemmatized words: only word is a noun, its lemmatized form is added to a vector, this lemma considered as a concept. So, we can detect all existing concepts appearing in annotation files. Finally, we obtain the results concepts that are the input of ontology building process.

A lexical resource (BabelNet 2) is integrated to this step in order to extract concepts and semantic relationships and to enrich our ontology. The BabelNet that is organized in synsets, returns all the different meanings attached to words in English language.

Let θ be the ontology which we will build, \( C_d \) denote the original concepts which are extracted from annotation, \( C_{lr} \) denote the concepts of the lexical resource that is used for extracting relationships, \( Rt \) and \( Rn \) define taxonomic and non-taxonomic relationships between concepts in \( C_{lr} \). Also we denote SucN and PreN the predecessor and successor concept of a current concept in the hierarchical graph of the lexical resource.

Let consider the sets:

\[
C_d = \{C_{d1}, ..., C_{di}, ..., C_{dn}\}, i = 1...n \tag{1}
\]

\[
C_{lr} = \{C_{lr1}, ..., C_{lrj}, ..., C_{lrm}\}, j = 1...m \tag{2}
\]

\[
Rt(X, Y) = \{Rt_1(X, Y), ..., Rt_k(X, Y), X \neq Y \} \tag{3}
\]

\[
Rn(X, Y) = \{Rn_1(X, Y), ..., Rn_l(X, Y), X \neq Y \} \tag{4}
\]

\[
X = \{C_d, C_{lr}\}, Y = \{C_d, C_{lr}\} \tag{5}
\]

The ontology building process is performed according to the steps:

1) Initialize(\( \theta \)): add all concepts of \( C_d \) in \( \theta \);
2) For each \( C_{di} \) in \( C_d \) and each \( C_{lrj} \) in \( C_{lr} \)
   - Find \( Rt(C_{di}, C_{lrj}) \);
   - Find \( Rn(C_{di}, C_{lrj}) \);
3) If(\( C_{di} \) in \( C_d \)) then update(\( \theta \)):
   - Create \( Rt(C_{di}, C_{lrj}) \);
   - Create \( Rn(C_{di}, C_{lrj}) \);
4) If(\( C_{di} \) not in \( C_d \)) then update(\( \theta \)):
   - Add \( C_{di} \) in(\( \theta \));
   - Create \( Rt(C_{di}, SucN(C_{lrj})) \);
   - Create \( Rt(C_{di}, PreN(C_{lrj})) \);
   - Create \( Rn(C_{di}, SucN(C_{lrj})) \);
   - Create \( Rn(C_{di}, PreN(C_{lrj})) \).

Steps 3) and 4) are repeated until all concepts in \( C_d \) are treated and all relationships between them are created.

---

1http://www.cis.uni-muenchen.de/schmid/tools/TreeTagger/
2http://babelnet.org/
3.2 Online phase: image retrieval

The retrieval process is based on two steps: query image processing and image retrieval.

3.2.1 Query image processing

The aim is to extract the visual information (resp. concepts) from the query image (resp. annotation file). So the query image is represented by a set of visual words or a set of concepts.

3.2.2 Image retrieval

This step depends on which retrieval strategy that is applied. The retrieval image process can be carried out according to the following strategies:

**Visual retrieval strategy**: In this case, the retrieval is based on the visual similarity between visual words of vocabulary and those that are extracted from the query image. The similarity measures that are used in our case will be defined in the next section.

**Strategy based on combining visual and semantic similarities**: This strategy is performed by combining both the visual and the semantic similarity in order to improve relevance of retrieval results. The semantic similarity measures that are used will be presented in the next section.

3.3 Similarity measures

In order to implement our image retrieval strategies, the similarity measures are computed using visual and semantic similarities.

3.3.1 Visual similarity

In CBIR field, some works used visual similarity measures (Deselaers and Ferrari, 2011), (Cho et al., 2011). Popular distance measures are used as metric distances like euclidean distance, mahalanobis distance and cosine distance (Zhang and Lu, 2003) and (Cho et al., 2011). In our context we used the euclidean distance to compute similarity between visual words.

\[
VisualSim = d(q, r_i) = \sqrt{\sum_{j=1}^{n} (f_j(q) - f_j(r_i))^2}
\]  
(6)

where
- \( q \) : is the vector of query visual words;
- \( r_i \) : is a reference visual word \( i \) from visual words database;
- \( f_j \) : is the \( j \)th feature;
- \( n \) : is the size of visual vocabulary.

3.3.2 Semantic similarity

In ontology-based image retrieval, many semantic similarity measures can be used. In this context, many studies used semantic similarity measures in order to increase the performance of semantic retrieval (Hliaoutakis et al., 2006). In our context, semantic similarity between concepts is computed according to the following formula (Patwardhan and Pedersen, 2006):

\[
SemanticSim(C_j, C_k) = \eta(C_j, C_k) = \frac{wC_j wC_k}{||wC_j|| ||wC_k||}
\]  
(7)

where
- \( C \) : is the set of concepts related to the query image.
- \( wC_k \) : is the concept \( C_k \) vector defined in the words space.

4 CASE STUDY

Our main contribution concerns the definition of a retrieval system based on visual vocabulary and ontologies. Our case study is based on ImageCLEF 2008 data-set collection\(^3\) characterized by its diversity. This collection includes:
- 20000 pictures;
- Each image is associated with an annotation file that describes its content.

Figure 2 illustrates the different steps with a specific example related to the given query image. Let’s consider a query image composed of the ”man”, three ”women”, two ”tables” and the ”train”. So, this image represents different objects. Also, the query image is described by its annotation file.

As depicted in Figure 2, the retrieval process is based on two steps mainly image search. In the image search that depends on the visual vocabulary, when a query image is submitted, a visual vocabulary is generated (Figure 2 Step (7)). After that, visual similarity measure is computed between each visual words of request image and those that are built from image dataset, according to their similarity, the top ranked images are outputs of the retrieval. In the strategy that based on integrating ontology, visual retrieval is combined to the semantic features based on concepts. During the offline phase, visual and semantic image features are built. This is done by two processes: building the visual vocabulary (Figure 2 Step (2)) and

\(^3\)http://www.imageclef.org/ImageCLEF2008
In order to extract concepts the ontology is built based on the annotation files. After that, the concepts set associated to all of the image dataset is stored. In order to build our ontology, first, ontology must be initialized by adding concepts to it. Next, using relations and hierarchy provided by BabelNet, all taxonomic and non taxonomic relationships related to each concept are extracted (Figure 2 Step (4)). Finally, relationships are added to our initial ontology and related concepts which are do not exist in the initial concepts set, must be added in order to enrich our ontology. For example, using BabelNet, the synsets set that are related to concept "station" is returned, the results of this example are shown in Figure 3. According to this example, concept "train" is found, so a semantic relationship between the two concepts "train" and "station" is created and added. As depicted in Figure 2, the two concepts are shown in our ontology.

During the online phase, when our query image is submitted to our system, concepts set composed of "station", "train", "woman", "man", "backpack" and "table" is extracted from its annotation file (Figure 2 Step (6)). Moreover, a set of visual words are extracted that describe low-level representation of this query image. After that, visual words similarity is computed, also, concepts similarity is computed between concepts that are extracted from the query image and those which form our ontology. As depicted in Figure 2, many concepts which represent semantic content of this query image like "station", "women", "man" and the "train", are shown clearly in our ontology. In this case, three image retrieval strategies can be done: 1) this strategy consists in first, doing visual search based on low-level features; second, keeping the tops relevant images; then, applying the semantic retrieval using ontology, 2) the second strategy begins with the semantic retrieval, only images results are then used for performing visual search , and 3) the third strategy consists to do both visual and semantic retrieval separately and the intersection of each set of top retrieved images provides the research result of our system.

On the contrary of classic approach based on visual vocabulary, integrating ontology and combining visual retrieval to semantic features could improve research performance by getting more coherent results for given image request. Our novel system combines two features aspects that are achieved by building visual vocabulary and ontologies. Integrating ontologies ensure high level semantic processing that influences the research quality.

5 CONCLUSIONS

In this paper, we introduced our image retrieval system based on building visual vocabulary and ontologies. Our proposed system is focused on two image aspects: visual and semantic features. During the offline phase, visual vocabulary is built in order to describe image database by their own visual content. Moreover, this phase can be performed by extracting concepts and relationships between them from annotation files in order to build ontologies that are then used in retrieval process. The ontologies are enriched by the concepts and relationships that are extracted from the
BabelNet’s lexical resource. The case study shows the feasibility of our proposal. In future works, we will evaluate our proposed system. In order to achieve this goal, we will compare retrieval results from our image retrieval strategies based on combining both visual and semantic similarities with the classical content based image retrieval based on visual vocabulary.
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